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Abstract. Because unknown interior layouts can have serious consequences 
in time-sensitive situations, crisis response teams request many potential so-
lutions for visualizing indoor environments in crisis scenarios. This research 
uses a game engine to directly visualize point cloud data input of indoor en-
vironments for generating clear interaction between the environment and 
viewers, to aid decision-making in high-stress moments. The prospective fi-
nal product is an integration of game-oriented visualization and cartography, 
hosted within Unreal Engine 4 (UE4), allowing users to navigate throughout 
an indoor environment, and customizing certain interaction features. The 
UE4 project consists of 4 modules: data preprocessing, render style, func-
tional module, and user interface. Finally, this research uses a single-floor 
indoor point cloud dataset collected from a building in Rotterdam, the Neth-
erlands for the implementation. 
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1. Introduction

Crisis response teams often encounter situations in which unfamiliar build-
ings need to be reached, where floor plans can be out of date, or real-time 
situations are different from what is briefed. Unknown interior layouts can 
have serious consequences in time-sensitive situations when command cen-
ters direct first responders on the basis of out-of-date information. Com-
pared with the other 3D data, point clouds are very suitable for visualizing 
crisis indoor environments as they can retain accurate details, and can be 
easily captured and updated. However, first responders usually lack geo-spa-
tial experts who are proficient in terminology and the structure of spatial data 
(Zlatanova, 2010). Therefore, exploring the intuitive spatial-information 
transfer and easy-to-use environment interaction potential of point cloud-
based visualization solutions for crisis indoor environments can aid first re-
sponders in the correct decision-making and situation awareness. 

This research focuses on the visualization and perception of crisis indoor en-
vironments, emphasizing the direct use of point clouds with the great inter-
action potential offered by game engines (Virtanen et al., 2020). The research 
aims to answer the following question: Can we harness the potential that 
point clouds have, to effectively convey the visual contents of an indoor en-
vironment to first responders? The prospective final product is an integra-
tion of game-oriented visualization and cartography, hosted within Unreal 
Engine 4 (UE4)1, allowing users to navigate throughout an indoor space, and 
customizing certain interactive features. 

2. Methodology

The product software is designed in a game-oriented scope using UE4 aiding 
users in decision-making and situation awareness. 3D adventure games often 
have high similarities to real crisis environments, so game-oriented features 
can offer many design inspirations. UE4 provides official support for point 
cloud data and some easy-to-use interactive interfaces, which make the de-
velopment of the software more convenient. 

The software consists of four modules, including the data preprocessing, 
render styles, functional system, and user interface. Figure 1 de-
scribes the workflow of module design and development. Finally, the single-
floor indoor point cloud data collected from a building in Rotterdam is used 
to test the software. 

1 www.unrealengine.com 
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Figure 1. Workflow of modules design & development 

3. Module Design & Development

3.1. Data Preprocessing Module 

Before importing a point cloud into UE4, the data should be preprocessed. 
The classification and segmentation operations can yield many benefits, such 
as significantly reducing the computation complexity, providing semantic in-
formation, offer the possibility to be demonstrated in different rendering 
styles, and switch between displayed and hidden states independently.  A 
method was designed (Figure 2) to classify the point cloud into 4 categories: 
(1) roof, (2) architecture components (walls, columns, etc.), (3) non-
architecture components (furniture, etc.), and (4) ground (Figure 3).

Figure 2. Workflow of point cloud classification & segmentation 

Figure 3. Four segmented categories 
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To remove the external environment objects (Figure 4), segmented points 
are projected onto a 2D-grid. Each grid cell will be preserved as an indoor 
area only if it contains enough roof and ground points, and its density ex-
ceeds the preset threshold. The outliers (noise points) can cause non-trust-
worthy rendering results. Therefore a denoising method, which should keep 
the balance between denoising, feature-preservation, and avoiding degrada-
tion of the input (Rakotosaona et al., 2019), is also needed in this phase. 

Figure 4. External environment objects 
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Figure 5. Facade occlusions 

Figure 6. Ground occlusions 

Many indoor point clouds contain both facade occlusion (Figure 5) and 
ground occlusion (Figure 6) problems (Friedman & Stamos, 2012). But only 
the latter may obviously hinder exploration, such as the user may fall through 
holes (occluded areas) in the ground. So we insert a transparent plane object 
with a collision property to fill the ground occlusions in UE4. 

3.2. Render Styles Module 

In order to enhance the visual effect of the built environment with topo-
graphic cartography, we follow the visualization principles summarized by 
(Andrienko et al., 2020) and use some 3D static visual variables (Neuville et 
al., 2018) to design the render module. 

Color Combinations: We set three different color styles. The default 
(brighter) one is closer to the real materials of the objects, enabling the user 
to quickly understand the indoor environment. The two darker styles can 
highlight the architecture and non-architecture features respectively accord-
ing to the users’ needs. 
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Figure 7. Default style (left), darker style 1 (middle) and darker style 2 (right) 

Point Size & Point Shape: Users can adjust the shape and size of the 
points to change the visual and physical properties. For instance, adjusting 
point size to circumvent the effects of the point cloud density such as forming 
voids between points when the density is too low (Kharroubi et al., 2019). 

Figure 8. Enlarge point size to reduce the hole area 

Figure 9. Sphere points (left) and cube points (right) 
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Eye-Dome Lighting (EDL): Point cloud data often do not have realistic 
depth information, so EDL as a non-photorealistic lighting model can group 
points close to each other and shade their outlines, which accentuates the 
shapes of objects within a point cloud (Ribes & Boucheny, 2011). EDL can 
improve the visual quality and can quickly and self-adaptively apply to other 
point cloud data. 

Figure 10. Visualization results without  (left) and with (right) EDL 

3.3. Functional Module 

The functional module is based on some interaction and enhancement tech-
niques (Andrienko et al., 2020) and 3D adventure game features, which are 
well designed for the exploration functions needed by users in a crisis en-
vironment. 

Switch Views: Users can switch between the first-person view, the third-
person view, and the bird’s eye view (Figure 11 & Figure 12). This function is 
essential to improve the immersion of the virtual environment and allows 
users to discover the indoor environment more comprehensively. 

Figure 11. Camera location in third-person view (left), and first-person view (right) 
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Figure 12. Camera location in bird’s eye view 

Compass: Compass is an important feature to improve the experience of 
interaction with the virtual environment. We apply a compass like a dynamic 
ruler and add some color marks for crucial landmarks of the building in the 
compass. 

Figure 13. The compass with color marks 

Mini-Map: A mini-map is a typical integrated feature of game visualization 
and 2D-cartography which aids users in orienting themselves within the vir-
tual world. The blue triangle on the character icon in Figure 14 shows the 
viewing direction. 

Figure 14. The mini-map 
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Landmark Text: Landmarks are static objects with predefined distinctive 
features in the model environment (Gim et al., 2021) and are often used as 
cues for action in situations of route navigation (Foo et al., 2005). The verbal 
indicator is a visual text animation, which fades in and progressively fades 
off to notify the users that they crossed an important landmark. 

Figure 15. The collision sphere-landmark (left) and the Pop-Up text animation (right) 

Roof Removal & Wall Transparency: Besides the bird’s eye view, the 
roof can be removed, and glass materials can be applied on the wall to see the 
objects behind for facilitating gaining an overview of all the data. This has a 
better visualization effect compared with applying transparent rendering di-
rectly due to the overlapping effect (Figure 16). 

Figure 16. The wall displayed in transparency effect (left) and realistic glass materials (right) 

Styles Changing: Users can switch between three different color styles to 
distinguish different objects and change the shape and size of points for dif-
ferent kinds of objects respectively. 
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4. Preliminary Results

We use a single-floor indoor point cloud data captured from a building in 
Rotterdam to test our designed modules by interacting with the point cloud 
data in the software (Figure 17 & Figure 18). 

Figure 17. The model with  (left) and without (right) roof 

5. Conclusion & Future Research

Visualization results show the game engine-based point cloud visualization 
has advantages in preprocessing and rendering efficiency, detail level, and 
volume perception, which are well suited for exploring crisis indoor environ-
ments. In the next stage, this research will focus on the more self-adaptive 
preprocessing module (such as dynamically adjusted denoising algorithms 
based on point density), automatic point cloud model import mechanisms 
(automatic alignment between the point cloud model and the transparent 
ground plane object), higher levels of customization (such as user-defined 
landmarks), and finally forming a 3D cartography and visualization frame-
work suitable for indoor point cloud models. At last, our method will be com-
pared with the mainstream mesh-based and voxel-based methods to evaluate 
its performance. In the future, the application potential of this research can 
be further explored by expanding to the multi-floor model, integrating with 
the outdoor model, and supporting VR/AR devices. 
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Figure 18. Visualization results: (A) circle points (first-person view), (B) square points (first-

person view), (C) third-person view, (D) bird’s eye view, (E) the smallest size points, (F) the 

biggest size points, (G) darker style 1, and (H) darker style 2 
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