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, Jesús Balado

a,c
, Arjen Swart

d
, Bart Beers

d

s
aGIS Technology, Faculty of Architecture and the Built Environment, Delft University of Technology, 2628 BL Delft, the Netherland
bGeodetic Institute and Chair for Computing in Civil Engineering & Geo Information Systems, RWTH Aachen University, Mies-van-
der-Rohe-Str. 1, 52074 Aachen, Germany
cGeoTECH Group, CINTECX, Universidade de Vigo, 36310 Vigo, Spain
dCycloMedia Technology B.V., Waardenburg, the Netherlands
Received 21 December 2022; revised 10 April 2023; accepted 3 May 2023

Available online 19 May 2023
KEYWORDS

Mobile Laser Scanning;

LiDAR Data;

Point Cloud;

Octomap;

Dynamic Object Detection;

Dynamic Object Removal
Abstract The Mobile Laser Scanning (MLS) data inevitably includes dynamic objects because

there are always other vehicles (e.g., other cars, motorbikes, bikes, etc.) moving in the area near

the MLS data collection vehicle on the road. These dynamic objects need to be removed in advance

for many point cloud applications. This paper designs an efficient and memory-friendly data frame

aware optimized Octomap-based dynamic object detection and removal method for MLS data.

Firstly, the input MLS data is split into multiple data frames based on the timestamp. Each data

frame is inserted into a separate Octomap with part of its neighbouring data frames. A statistics-

based method is applied to each data frame to find the passable voxel cell space (free space) in Octo-

map and all points in the free space are extracted as free points. Second, the region of interest (ROI)

related to the dynamic object is delineated to retain free points related to dynamic objects. Then the

free-point rate and the multi-return rate are calculated to further remove noise and vegetation

points from free points. Finally, the fixed radius search is used to extract dynamic objects from

the filtered free points. The proposed method is tested in four case sites in Delft, the Netherlands.

Results show that 84.98% of dynamic objects are detected and extracted correctly. The proposed

method is 18.27% more efficient on average than the original Octomap method, can be further

accelerated by parallel computing, and only needs 39.40% of the maximum memory consumption.
� 2023 THE AUTHORS. Published by Elsevier BV on behalf of Faculty of Engineering, Alexandria

University. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/

4.0/).
1. Introduction

According to the motion state of objects during scanning,
objects in Mobile Laser Scanning (MLS) data can be classified

as static objects (like roads, buildings, vegetation, and parked
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vehicles) and dynamic objects (like pedestrians, cyclists, and
moving vehicles, see Fig. 1.(a)). Only static environments are
critical and necessary for many MLS engineering applications

especially in the intelligent transportation and civil engineering
fields, such as civil infrastructure investigation, built-up area
change detection, HD-map generation, navigation, and loca-

tion services [5,7,36,52,62]. If these applications use MLS data
that contains dynamic objects, their final performance is
affected. For example, residual dynamic objects reduce the

location accuracy of point-based HD-map [18,57].
However, it is impossible to avoid dynamic objects in the

original MLS data. The ghost trail effect [43,48] makes the
problem of dynamic objects to be further aggravated. The

moving route and speed of the MLS sensor are restricted by
traffic laws, road networks, and other factors [6]. Therefore,
the MLS sensor and its nearby dynamic objects are highly

likely to move with similar speeds and trajectories. These
dynamic objects are continuously scanned by their surround-
ing MLS sensors, which makes them to be very seriously

stretched in the collected MLS data. In addition, MLS sensors
and their surrounding dynamic objects’ speed and moving
direction are constantly changing, making the shape of the

captured dynamic object to be bent during the stretching pro-
cess (Fig. 1.(b)). Above factors result in many detection meth-
ods designed for Airborne Laser Scanning (ALS) and
Terrestrial Laser Scanning (TLS) data cannot be directly

applied to MLS data. So, it is more challenging to accurately
detect dynamic objects in MLS data.

This research aims to design a data frame aware optimized

Octomap-based dynamic object detection and removal
method, which can be accelerated with parallel computing.
The proposed method first split the input MLS data into mul-

tiple data frames based on the timestamp. Each data frame and
part of its neighbouring data frames are inserted into a sepa-
rate Octomap to extract all free points (i.e., points in the free

space of Octomap). Then sensor trajectory, sensor mounting
height, and the local large vehicle height restriction are used
to delimitate the Region of Interest (ROI) for removing irrele-
vant free points. Next, the noise and vegetation points are fil-

tered from the remaining free points based on the free-point
rate and the multi-return rate. Finally, dynamic objects are
extracted and removed by using the fixed radius search with fil-

tered free points.
Fig. 1 Common dynamic objects in the road environme
The paper is organized as follows: First Section 2 reviews
previous related research about dynamic object detection and

change detection in point cloud data. Section 3 presents our

proposed methods. Then Section 4 indicates experimental
details, show final experimental results, and analyzes the per-

formance of our proposed methods. Finally, Section 5 gives
conclusions of this work.

2. Related work

The detection and removal of point cloud dynamic objects are
of great significance in many fields, such as autonomous driv-

ing [38], 3D mapping [3], and environmental monitoring
[41,53]. The current methods are divided into single-frame data

(Section 2.1) and multi-frame data (Section 2.2) methods
according to whether multiple scans (or continuous scans in

MLS) are required. Section 2.3 summarizes the progress and

main problems of Octomap-related methods. Finally, Sec-

tion 2.4 enumerates the improvements of our proposed method
over existing methods.

2.1. Single-frame data methods

The single-frame LiDAR data means the scan data obtained

by the sensor in a very short period. ALS and TLS scan results
are usually single-frame data. For MLS, the data obtained by a
single rotation of the sensor (360�) is also considered single-
frame data.

The simplest single-frame data method for change detection
is the prior map (background subtraction) method [1,30,37,64].
However, the generation and updating of the prior map also

need to remove dynamic objects. So prior map construction
and dynamic object detection are chicken-and-egg problems
due to their interwoven nature [29]. Another problem is that

it is difficult to accurately represent non-rigid background
objects such as tree crowns and grasslands in the prior map
[59].

Another idea based on prior knowledge is to extract poten-
tial moving objects using feature or model matching [8,12,16].
However, a large number of features and models need to be
defined to cover all types of dynamic objects [23,28,33], which
nt (a) and stretched dynamic objects in MLS data (b).
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significantly increases the computational cost and memory
consumption [56]. Besides, the ghost trail effect in MLS data
makes it difficult to define accurate features and models for

dynamic objects.

2.2. Multi-frame data methods

The multi-frame LiDAR data is a collection of multiple single-
frame data, such as the continuously scanning MLS data. Spa-
tiotemporal correlations among consecutive data frames pro-

vide much useful information for the detection of dynamic
objects [27,35].

A common multi-frame method is object tracking [45,51].

Such methods require prior knowledge of the target object,
so they usually have poor generalization ability and are not
suitable for detecting unknown dynamic objects. To avoid
the limitations of prior models, some model-free methods are

also proposed. For example, Dewan et al. [15] first used RAN-
SAC [19] to estimate the motion model and then segmented the
point cloud directly with the motion cues. Zhang and Naka-

mura [67] obtained the dynamic objects using the inter-frame
subtraction and then extracted the moving cues from their pro-
posed Mean Axis Descriptor (MAD).

Some latest studies have proposed point-based dynamic
detection. Therefore, dynamic tracing does not need to take
the object as the basic unit but is further achieved at the point
level [10,65]. But point-based methods are more susceptible to

viewpoint occlusions and data sparsity than object-based
methods.

Recently, learning-based methods have also been widely

applied to this topic and show excellent performance
[11,31,47,63]. But the good performance of such methods
requires the support of high-quality training sets. For dynamic

object detection, the relevant high-quality available outdoor
data sets are still not enough in general. This problem can be
partially solved by transfer learning from existing datasets,

but it still requires a lot of human and computing resources
[44,62]. For large open data sets such as KITTI [21], training
samples, especially uncommon moving objects, are often
imbalanced. This may affect the quality of the results of

multi-type object recognition tasks [58].

2.3. Octomap-related methods

A common problem in previous methods is that the effect of
noise [2,60] is ignored. Therefore, some studies use Octomap
to detect dynamic objects [3,32,43,50,54]. Octomap recon-

structs LiDAR rays of the point cloud in a voxel grid and
extracts dynamic objects by counting hits and misses of
LiDAR rays for each voxel space. Instead of simply marking

points as static or dynamic, Octomap describes the probability
of each voxel being occupied, which considers the effect of
noise on ray tracing.

Although Octomap has improved the computational effi-

ciency and memory consumption compared with previous
methods, it still has weakness when dealing with the point
cloud data with high density and large scan area. The insertion

of large size outdoor MLS data into an Octomap usually
results in a huge voxel grid, resulting in slow voxel cell itera-
tion speed, large memory consumption [17,26]. This means

that using high-resolution Octomap for outdoor MLS data
to obtain accurate detection results requires a significant
investment of computational and memory resources. Several
studies optimized the performance of Octomap with parallel

computation [25,39]. But these methods were only tested in
small indoor environments and still cannot avoid generating
very large voxel grids in open outdoor environments. Buerkle

et al. [9] proposed a non-uniform grid structure to replace the
original Octomap, but this requires well-performing algo-
rithms to ensure that space occupancy probabilities are accu-

rately transformed between grids of different resolutions.

2.4. Contributions of proposed method

The contributions of this study concerning the earlier work
and the original Octomap method are summarized as follows:

(1) Introducing the data frame into Octomap method.

(2) Multiple smaller Octomaps are generated to replace one
huge Octomap.

(3) Improvements in computational efficiency and memory

consumption of Octomap.
(4) Local vehicle height restriction is used to reduce the

upper boundary of ROI.

(5) Integration with parallel computing for better
performance.

3. Methodology

The methodology of this research (Fig. 2) starts with extracting

free points from Octomaps (Section 3.1). Then the ROI is

delimitated to filter relevant free points (Section 3.2). Next,

noise (Section 3.3) and vegetation points (Section 3.4) are
detected and removed. Finally, dynamic objects are extracted

from original MLS data using a fixed radius search
(Section 3.5).

3.1. Free point extraction

Octomap is a state-of-the-art octree-based probabilistic occu-
pancy voxel grid structure. Fig. 3.(a) illustrates the main idea

of dividing the whole point clouds space into the passable
space (free space) and non-passable space (occupied space)
using Octomap. It first converts the input point clouds into a

voxel grid and then traces the LiDAR rays in the grid. For
each LiDAR ray sipi, the voxel cell vpi containing the captured

point pi belongs to the occupied space. The voxel cell vsi con-

taining the MLS sensor si and all voxel cells between vpi and

vsi belong to the free space. The others are unscanned cells.

However, sometimes there is a spatial conflict between differ-

ent rays, making the space not so easily to be divided.
Fig. 3.(b) shows a typical spatial conflict: Captured point p2
is located in the middle of the ray s1p1. So for ray s1p1, voxel
cell vp2 is free space. While for ray s2p2, vp2 is occupied space.

This conflict is caused by many potential factors, such as accu-

racy loss due to ray voxelization, measurement errors of
LiDAR sensors, objects with sparse structure, non-rigid
objects, or dynamic objects. Without knowing which factor

is the real cause, vp2 cannot be clearly classified as free or occu-

pied space. For this issue, Octomap does not directly deter-



Fig. 2 Main workflow.

Fig. 3 Spatial classification based on ray tracing and the possible spatial conflict in Octomap.
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mine the spatial type of each voxel cell vi, but firstly calculates
the penetration rate of vi (i.e., the ratio of rays that pass

through vi to all rays that reach vi) as its occupancy probabil-
ity. Then given an occupancy probability threshold thresoccupied,

any voxel space in Octomap with an occupancy probability
greater than thresoccupied is a free space. Points located in the

free space are considered free points, which are potential
dynamic points [26].

However, when Octomap handles MLS data with a massive
number of points and large coverage, it has to generate a very
huge voxel grid. During the process of adding new points to

Octomap, the insertion speed is not fixed, but decreases contin-
uously. Therefore, it usually need large computational effort
and memory consumption for processing MLS data using
Octomap, especially for the high-resolution grid.

Our solution is to split the entire MLS data into multiple
subsets. Here we choose to split the MLS data into multiple
data frames by timeline rather than into multiple blocks by

space. Because splitting the point cloud by time dimension
allows for fast matching of capture points with corresponding
sensor positions to rapidly reconstruct LiDAR rays based on

timestamps or point cloud generation order. Another reason
is that the time-based segmentation makes the sensor trajec-
tory located inside the corresponding scan region (Fig. 5.(b)),
while the space-based segmentation will make part of the sen-

sor trajectory points located outside the scan region (see the
trajectories in the orange circles in Fig. 5.(b)). Therefore, when
reconstructing the rays in Octomap, the former generates a

voxel grid of approximate size to the axis-aligned bounding
box of the scan region, while the latter generates a larger voxel
grid due to the wider distribution of trajectory points, leading

to more computation and memory cost.
The splitting solution is shown in Fig. 4: Given a continu-

ous scan of MLS data from moment tstart to moment tend,
and a time interval titvl. The original MLS data is split into n

data frames (n ¼ tend�tstartð Þ
titvl

h i
). The start moment of the i-th data

frame is tstart þ i� 1ð Þ � titvl. Each data frame is inserted into a
separate Octomap with a resolution of sizevoxel. However, the

MLS points obtained from the start and end scan moments/-
positions of each data frame (e.g., positions p1 and p2 in
Fig. 5) are much less than the other scan moments/positions,

which means the scans at these two positions are incomplete
(Fig. 5. (b)) resulting in inaccurate occupancy probability esti-
mates. Therefore, the points of two neighbouring data frames

need to be partially introduced to enhance the start and end



Fig. 4 Data frames segmentation.

Fig. 5 A data frame based on time segmentation (b) and a block based on space segmentation (c) from the whole MLS data (a).
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scan positions of the current data frame. So, the start and end
moments of the i-th data frame are expanded as
tstart þ i� 3=2ð Þ � titvl and tstart þ iþ 1=2ð Þ � titvl, respectively.

This means all Octomaps are inserted with 2 data frames,
except for the first and last Octomaps, which are only inserted
with 1.5 data frames.

The next step is to extract the free points from each Octo-

map. Note that there is an overlap of 1=2 � titvl between two
neighbouring data frames (see the timeline in Fig. 4), which
means their free points are also partially duplicated. Therefore,

the extracted free points need to be de-redundant.

3.2. ROI delimitation

This study focuses only on land-based dynamic objects since
they are the most relevant in MLS data, and thus a region
of interest (ROI) is delimited using sensor trajectory, sensor
mounting height, and local vehicle height restriction, to extract
the free points near the ground surface for reducing the

amount of calculation in subsequent steps. Here ROI is defined
as the space between the height of the ground surface and the
maximum allowable height of a large vehicle (excluding the
ground).

The ground surface is a common lower boundary of ROI in
dynamic object detection tasks [13,49,66]. The first reason is
that the ground has very high point density and does not have

any dynamic objects. So removing the ground reduces the
computational cost of the subsequent step. Another reason is
that the land-based dynamic objects are in contact with the

ground. By removing the ground points, the objects are not
connected by the ground surface, so they are more easily seg-
mented into separate objects for detection tasks [3]. However,
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most previous studies ignored the upper boundary of the ROI,
resulting the upper part of some street-facing buildings and the
crowns of some tall trees existing in the ROI. It hinders

dynamic object detection and extraction. Since MLS data
focuses on roads and their surroundings, vehicles are usually
the largest dynamic objects in MLS data. The height of large

vehicles is usually limited by the local form of regulations.
Vehicles that exceed the height restriction cannot safely pass-
through local transportation facilities such as tunnels [40].

Therefore, the height restriction of large vehicles is a reason-
able upper boundary of the ROI in this study.

Fig. 6 shows how to obtain the height of the upper (hmaxi )

and lower (hmini ) boundaries of the ROI corresponding to each

MLS sensor position si. The 3D coordinates (xsi ; ysi ; hsi ) of si
are obtained directly from the sensor trajectory data. hsi is

the absolute height of si. Then given the sensor mounting
height hsm, the local lower boundary height of ROI (i.e., local

ground height hmini ) is calculated by hmini ¼ hsi � hsm. Next
given the local vehicle height restriction hvr, the local upper

boundary of ROI (hmaxi ) is obtained by hmaxi ¼ hmini þ hvr. If

the sensor captures a point pi (3D coordinates: xpi ; ypi ; hpi ) at

position si and the ground height does not change within a cer-
tain range, the local lower boundary (ground) and upper
boundary heights corresponding to pi are also hmini and hmaxi .

Thus, Eqn 1 determines whether the captured point pi is in

the ROI.

spacecategory ¼
ground : ifhmini � hpi

ROI : hmini < hpi < hmaxi

high� altitudespace : ifhmaxi � hpi

8><
>:

ð1Þ

It should be noted that the ROI delimitation must be done
after the extraction of free points in this research. Although
ground and high-altitude spaces do not contain dynamic

objects, they still contain many LiDAR rays that are helpful
for Octomap to calculate the occupancy probability of the tar-
get space more accurately. Therefore, they must be retained

during the phase of the Octomap construction.
Fig. 6 ROI d
3.3. Noise removal

Although Octomap fully considers the effect of noise com-
pared with other detection methods, some noise still inevitably
remains in the extracted free points. It is undesirable to directly

denoise free points base on their density because the overall
point distribution of the MLS data is anisotropic and inhomo-
geneous [46] influenced by the scan mechanic and pattern of
the MLS sensor [42]. In general, the returns of MLS

sensor pulses decay as the distance to the sensor increases
[34], which means that edge points in MLS data captured in
outdoor open space are easily misidentified as noise due to

their low density. Therefore, here noise and dynamic points
in free points are distinguished by comparing the local density
in the free point set and the original MLS data (i.e., free point

rate, see Fig. 7). For each free point pi, its free point rate
ratefpi ¼ densityfpi=densityMLSi

. Where densityfpi is the local

density in the free point set within radius rns and densityMLSi

is the local density in the original MLS data within the same

radius. Given the free-point rate threshold thresfp, if

thresfp > ratefpi , the free point pi is noise, otherwise it is a

non-noisy point.

3.4. Vegetation removal

Vegetation, such as grasslands and tree crowns, are easily
misidentified as free points in Octomap due to their sparse

and non-rigid structure. Therefore, it is necessary to remove
vegetation points before extracting dynamic objects from free
points. Many related studies have focused on using LiDAR

data for vegetation extraction in urban environments [22]. Sev-
eral previous studies have demonstrated that the number of
returned LiDAR rays and vegetation are closely related

[4,14,24]. The sparse and non-rigid structure of the vegetation
easily produces multiple returns in the LiDAR data. Specifi-
cally, a laser pulse may half-hit a leaf or branch and cause mul-

tiple returns.
elimitation.



Fig. 7 Relationship between local density in original MLS points and local density in free point set for 1,000 dynamic points and 1,000

noisy points randomly sampled from the experimental data (r = 1 m).

Fig. 8 The workflow of vegetation removal.
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So, vegetation points are detected and removed from fol-

lowing steps (Fig. 8): Firstly, for each original MLS point pi,
given the number of its multi-returned neighbours (numnbmri ,

i.e., the point in the neighbourhood that generates multiple
return pulses) and the number of all its neighbours (numnbi )

in the neighbourhood with radius rmr, its multi-return rate
ratemri is obtained from ratemri ¼ numnbmri=numnbi . If ratemri is

greater than the pre-set multi-return rate threshold thresmr, pi
will be marked as a vegetation seed point. Then all vegetation
points (Pvg) in the original MLS data (PMLS) are extracted with

obtained vegetation seed points (Pvgs) by a region growing

algorithm with radius search roi. Vegetation points are not
directly extracted from free points because the input MLS data

has higher density than free points, vegetation cab be clustered
correctly. Then, free points (Pf) intersecting with vegetation

points (PvgÞ are removed.

3.5. Dynamic object extraction

The last step is extracting dynamic objects from the original

MLS data using filtered free points as seed points with a region
growing algorithm with search radius roi.

Although the previous noise and vegetation filtering opera-
tions have removed most of the vegetation and noise points



Fig. 9 Objects with the high seed-point rate (left) and low seed-point rate (right).
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from the free points, a very small amount of non-dynamic

points may inevitably remain in the filtered free points, which
lead to some fake dynamic objects with a very small propor-
tion of seed points. These fake dynamic objects are mainly

caused by a small number of non-dynamic points falling near
the vegetation. These non-dynamic points connect to sur-
rounding grasslands or urban forests and misidentify them as
large dynamic objects. For this type of fake dynamic object,

the seed points are only a small fraction of all points. So, for
each valid dynamic object candidate oi, its proportion of seed
points ratespi ¼ numspi=numopi (i.e., seed-point rate. numspi is the

number of seed points in oi and numopi is the total point num-

ber of oi) should be larger than the pre-set seed-point rate
threshold thressp (Fig. 9). Finally, the real dynamic objects

are obtained after removing these fake dynamic objects.

4. Experimental results and discussion

The experimental results and performance of our proposed

methods are evaluated at four case sites in Delft, the Nether-
lands. First, the evaluation dataset, four case sites, and all

involved parameter values are introduced in Section 4.1 and

Section 4.2. Next, Section 4.3 assesses the experimental accura-

cies. Then Section 4.4 discusses the factors influencing the per-

formance of our method. Finally, Section 4.5 lists the running

time and memory consumption of the proposed method and
compares it with the original Octomap.

4.1. Experimental dataset and case sites

The MLS data were collected by CycloMedia Technology with
a vehicle-mounted Velodyne’s HDL-32E LiDAR sensor, in

Delft, the Netherlands, in July 2021. The MLS data includes
information such as GNSS time and the number of returns,
in addition to 3D spatial coordinates. The corresponding sen-

sor trajectories were obtained from GNSS and IMU integrated
in the MLS platform.

Four case sites were selected for this research (see Fig. 10
and Table 1 for their exact positions). They were all located

at road junctions with had bicycle lanes and sidewalks. The
road network at the road junctions is a complex environment
influenced by traffic signals, so dynamic objects with different

speeds and trajectories can be observed in these areas. Table 2
lists detailed information about the captured MLS data and

sensor trajectories captured and Fig. 11 shows the MLS scan
data, corresponding sensor trajectory data, and satellite images
for the four case sites. Each case site was scanned for 10 s.

Since each case site varies regarding the driving speed of the
data acquisition vehicle, the surrounding static environment,
and the real-time status of dynamic objects while being
scanned, this results in differences in the point cloud size, point

cloud density, dynamic point percentage, and scanning range
of the four captured data.

4.2. Parameters

Table 3 lists all parameter values involved in the proposed
method. A small titvl allows for lower computational and mem-

ory costs when processing each Octomap, but too small titvl
leaves insufficient LiDAR rays within each Octomap. Thus,
here titvl is set to 0.75 sec (14 data frames). Values for sizevoxel
(0.2 m) and thresoccupied (0.7) refer to the work of Gehrung

et al. [20]. The upper (hvr) and lower (hsm) boundaries of

ROI are obtained from the large vehicle height limit in the
Netherlands and the MLS platform of CycloMedia Technol-
ogy. Multi-return rate threshold thresmr is based on the values

used in some previous research [55,61]. Based on the results
presented in Fig. 12, 0.84 is a appropriate free-point rate
threshold in this study, which removes most noise while pre-

serving the majority of dynamic points. The two constraints
(nummin and thressp) used to filter the valid dynamic objects

should avoid being set too small, otherwise they will fail to rec-
ognize some small objects, such as cyclists, and sparse objects
far from the sensor. The search radius is a key parameter for

fixed radius neighbourhood search. Too large or too small
search radius affects the intermediate and final results of our
proposed method. Therefore, the radiuses (rns and rmr) for

free-point rate and multi-return rate are moderately set to
1 m, while the radius (roi) for object individualization is 0.5 m.

4.3. Accuracy assessment

Dynamic object detection and extraction is essentially a point
cloud binary classification issue. Therefore, we first manually
labelled the dynamic and static objects on the experimental

data as ground truth (Fig. 13). Then we use confusion matri-



Fig. 10 Positions of the four case sites.
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ces, user’s accuracy, producer’s accuracy, and overall accuracy

(Table 4) to evaluate our proposed method and compare these
indicators with those of the original Octomap method [26].

Table 5 and Table 6 show the confusion matrices and three

accuracy assessment indicators of the four case sites based on
our proposed method and original Octomap. The weight for
overall accuracy is the number of points captured in the four

case sites. The weight for user’s/producer’s accuracy of
dynamic/static points is the number of dynamic/static points
Table 1 Full name of the four case sites.

Case Site Full Name of the Case Site

Position A Voorhofdreef, Tanthofdreef and Kruithuisweg

Position B Voorhofdreef, Menno Ter Braaklaan, and

Bosboom-Toussaintplein

Position C Voorhofdreef, J.J. Slauerhofflaan, and Frederik van

Eedenlaan

Position D Tanthofdreef and Forensenweg

Table 2 Details of the MLS data at the four case sites and the cor

Case Site Scan Time (sec) Point Size Dynamic

Point Size

Percentage of

Dynamic Poin

Position A 10 4,547,462 68,820 1.51%

Position B 10 4,616,356 12,931 0.28%

Position C 10 4,666,430 35,763 0.77%

Position D 10 4,684,840 9164 0.20%
in each detection result/ground truth. In our method, the four

case sites differ in their respective detection accuracies due to
their different proportions of the dynamic objects, directions
of motion, and distances to the sensors. However, overall high

weighted average SUA (99.97%) and SPA (99.89%) values
indicate that almost all static objects are detected correctly.
The value of OA is also very high (99.85%) due to the high

percentage of static objects in the experimental data. For the
accuracies of dynamic objects, DUA and DPA are 84.98%
and 94.91%, respectively. This means most dynamic objects
in the MLS data for the four case sites are successfully detected

and extracted. Our method performs better on DUA com-
pared to the original Octomap and the other indicators are
basically the same as the original Octomap method.

4.4. Discussion

In previous related research, the detection of low-speed objects

is considered more challenging than high-speed objects [15].
However, the speed of objects does not significantly affect
the detection in our experimental results. Most low-speed
responding sensor trajectories.

ts

Mean Point

Density r = 1 (pt/m
3
)

Trajectory

Length (m)

Mean Sensor

Movement Velocity (m/s)

1083.86 96.11 9.61

695.55 122.51 12.25

1026.62 83.87 8.39

997.86 108.94 10.89



Fig. 11 MLS data (left column) rendered in height, corresponding sensor trajectories (middle column) colorized in the purple, and

satellite images from Google Map (right column) of the four case sites. (For interpretation of the references to colour in this figure legend,

the reader is referred to the web version of this article.)
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objects such as vehicles that are braking (see the upper left cor-

ner of Fig. 14.(a)) and moving bicycles (Fig. 14.(b-c)) are cor-
rectly detected. Many successfully detected bicycles also
demonstrate the applicability of our method to small objects.

We evaluate the effect of the motion direction of the

dynamic object on our detection results. Fig. 15 illustrates sev-
eral objects that move in directions different from the MLS
sensor. These dynamic objects are all successfully detected

despite their different motion directions. Above results indicate
that our method works well regardless of the shape of the
dynamic objects, nor of their movement relative to the MLS

sensor.
The false dynamics in the detection results are mainly

caused by mis-detected vegetation (Fig. 16.(a-b)). The sec-
ondary cause is the performance of the ground filtering

method proposed in Section 3.2, which assumes that the
ground is a flat surface and does not vary significantly in
height within a certain range. But some surfaces in the real
world do not conform to this assumption, such as the two

ground areas in position A. These two ground areas are not
successfully detected as static objects due to their uneven sur-
faces (Fig. 16.(e)). However, only part of the points in these

two ground areas are detected as dynamic points and do not
leave significant voids in the ground. Therefore, the ground



Table 3 Values of implementation parameters.

Parameter Description Value

titvl Time interval for data frame segmentation 0.75 sec

sizevoxel Octomap voxel size 0.2 m

thresoccupied Occupancy probability threshold 0.7

hsm Sensor mounting height 2 m

hvr Height restriction of large vehicles 4 m

thresfp Free-point rate threshold 0.84

rns Search radius used to calculate the free-point rate 1 m

thresmr Multi-return rate threshold 0.3

rmr Search radius used to calculate the multi-return rate 1 m

roi. Search radius for object individualization 0.5 m

nummin Minimum point number limit for dynamic objects 15

thressp Threshold of seed point proportion 0.03

Fig. 12 Segmentation accuracies obtained by applying different free-point rate thresholds to the dynamic points and noise in Fig. 7.
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connectivity is still intact (Fig. 16.(f)). In addition, other
objects result in false dynamic including remnant buildings

(Fig. 16.(d)) and pole-like objects such as streetlights, traffic
lights, and traffic signs (Fig. 16.(c)).

The main reason for the false static is the distance from the

dynamic object to the MLS sensor. When the dynamic object is
too far away from the MLS sensor, it usually has low point
density, which resulting in incomplete detection (Fig. 17).

But this can be solved by adding previous or next data frames
to improve the point density of the object if it is in the edge
area in front and behind the sensor. For the other points far

from the MLS sensor (i.e., located on the left and right side
of the sensor trajectory), due to their low completeness and
accuracy, they are not useful for most applications. The detec-
tion accuracy is higher if the dynamic objects are closer to the
MLS sensor. The main reason for the high detection accuracy
in position C is that most dynamic objects in this area are very

close to the MLS sensor and have similar motion trajectories
to the sensor.

4.5. Running time and memory consumption

The proposed methodology is based on a C++ implementa-
tion, which is run on a 64-bit Windows operation system

and an AMD Ryzen-9 3.30 GHz CPU with 16 GB RAM.
We set Octomaps to update their occupancy probabilities
every insertion of 500 LiDAR rays, and then record the run-

ning times of our proposed method for the four case sites in
Fig. 18. Our method uses the built-in std::future and std::async



Fig. 13 Point cloud coloured according to detection results.

Table 4 Descriptions and equations of user’s accuracy, producer’s accuracy, and overall accuracy.

Indicator Description Equation

Dynamic User’s Accuracy (DUA) Percentage of dynamic points from the experimental result that are correctly

detected.

TD
TDþFD � 100%

Static User’s Accuracy (SUA) Percentage of static points from the experimental result that are correctly detected. TS
FSþTS � 100%

Dynamic Producer’s Accuracy

(DPA)

Percentage of dynamic points from the ground truth that are correctly detected. TD
TDþFS � 100%

Static Producer’s Accuracy (SPA) Percentage of static points from the ground truth that are correctly detected. TS
FDþTS � 100%

Overall Accuracy (OA) Overall percentage of dynamic and static points that are correctly detected. TDþTS
TDþFDþFSþTS � 100%
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parallel computation functions in C++ to achieve accelera-
tion. The average computational efficiency is increased by

43.47% with 2 threads enabled and 107.30% with 4 threads
enabled. The efficiency improvement from parallel computing
is lower than the theoretical value, mainly because each data

frame contains different number of points and 3D geometries,
which is especially noticeable between the centre and edge data
frames. This results in a different amount of data to be pro-

cessed by each thread. Compared to the original Octomap
method using the same parameters, our method with 1 thread
enabled accelerates on average by 18.27% and the maximum

memory consumption is reduced to 39.40% (Fig. 19) in the



Table 5 Confusion matrix for four case sites using original Octomap.

Proposed Method Original Octomap

Predicted\Reference Dynamic Points Static Points Dynamic Points Static Points

A Dynamic Points 68,633 13,679 67,817 15,045

Static Points 187 4,464,963 1003 4,463,597

B Dynamic Points 11,002 3597 12,300 6083

Static Points 1665 4,600,092 367 4,597,606

C Dynamic Points 33,529 1978 33,817 4927

Static Points 2234 4,628,689 1946 4,625,740

D Dynamic Points 6813 1951 8969 1873

Static Points 2351 4,673,725 195 4,673,803

Table 6 User’s accuracies, producer’s accuracies, and overall accuracies of the four case sites using our proposed method (PM) and

original Octomap (OO).

Case Site DUA SUA DPA SPA OA

PM OO PM OO PM OO PM OO PM OO

A 83.38% 81.84% 100.00% 99.98% 99.73% 98.54% 99.70% 99.66% 99.70% 99.65%

B 75.36% 66.91% 99.96% 99.99% 86.86% 97.10% 99.92% 99.87% 99.89% 99.86%

C 94.43% 87.28% 99.95% 99.96% 93.75% 94.56% 99.96% 99.89% 99.91% 99.85%

D 77.74% 82.73% 99.95% 100.00% 74.35% 97.87% 99.96% 99.96% 99.91% 99.96%

Weighted Average 84.98% 81.48% 99.97% 99.98% 94.91% 97.22% 99.89% 99.85% 99.85% 99.83%

Fig. 14 Detected braking vehicle (a) and moving bicycles (b-c).

Fig. 15 Objects move in the direction perpendicular (a-b) or opposite (c-d) to the direction of the MLS sensor.
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Fig. 17 Top view of sparse false static objects, which are mainly incompletely detected vehicles (a-b) and the low point density object (c).

Fig. 16 Mis-detected vegetation (a-b), pole-like object (c), remnant building (d), ground points (e) and their corresponding ground

surface (f).
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voxel grid construction and free point extraction. The above
improvements are mainly achieved by splitting the huge voxel

grid in the original Octomap into several smaller voxel grids.

5. Conclusions

We propose a method for detecting and removing dynamic
objects in MLS data based on a data frame aware optimized
Octomap. The Octomap is decomposed into multiple smaller

Octomaps to improve the free point extraction performance.
Then most of the non-dynamic free points are removed by
delineating a smaller ROI as well as calculating the free-

point rate and the multi-return rate. Finally, dynamic objects
are detected and removed by fixed-radius neighbourhood
search. The main innovation of our proposed method is to
introduce the data frame and the ROI upper boundary into

the Octomap-based method to optimize performance and to
make it more compatible with parallel computing.
In experimental results, our method correctly detects
84.98% of dynamic objects and shows good performance

regardless of the shape of the dynamic objects, and their veloc-
ity and motion relative to the MLS sensor. Without decreasing
the detection accuracy, our method improves the efficiency by

18.27% over the original Octomap and can use parallel com-
puting to achieve further acceleration. The maximum memory
consumption is only 39.40% of the original Octomap.

In the future, our method will be integrated with GPU
acceleration, non-uniform grid structures, and database man-
agement systems (DBMS) for further acceleration. Classifica-
tion algorithms will also be implemented to reduce de

number of misclassified objects.
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Fig. 18 Running time of our proposed method using 1, 2, and 4 thread(s) in four case sites.

Fig. 19 Running time (a) and maximum memory consumption (b) of voxel grid generation and free point extraction using our proposed

method and original Octomap.
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[6] J. Balado, E. González, E. Verbree, L. Dı́az-Vilariño, H.

Lorenzo, Automatic detection and characterization of ground

occlusions in urban point clouds from mobile laser scanning

data, ISPRS Annals of Photogrammetry, Remote Sensing and

Spatial Information Sciences, VI-4/W1-2020, 2020, 13–20.

https://doi.org/10.5194/isprs-annals-VI-4-W1-2020-13-2020.

[7] M. Barbarella, A. Di Benedetto, M. Fiani, A method for

obtaining a DEM with curved abscissa from MLS data for

linear infrastructure survey design, Remote Sens. (Basel) 14 (4)

(2022) Article 4, https://doi.org/10.3390/rs14040889.
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