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Abstract 
 

One of the main threats that the world faces right now is natural disasters, which every 
year cause irreparable damage to both the human and natural environments. Forest fires 
have emerged as one of the most important threats that humanity faces in the 21st century. 
On the other hand, Convolutional neural networks as a part of machine learning have gained 
a lot of attention over the last years due to the rise of artificial neural networks. Convolu-
tional neural networks are distinguished by their high accuracy and ability to recognize diffi-
cult image patterns. In addition to that, cellular automata have been widely used for forest 
fire spread simulation as it can easily adapted to dynamic environments with spatiotemporal 
development.  This thesis aims to integrate the emerging evolution of artificial intelligence 
with cellular automata in order to detect forest fire outbreaks and simulate forest fire 
spreads by using sentinel-2 images. The results of this study show that the inception V3 
model, as part of convolutional neural networks, can detect very well fire outbreaks with 
low data availability and that cellular automata can simulate the spread of the forest fire 
very accurately. 
 

Key words:  Convolutional neural networks, inception V3, Cellular automata, satellite imag-

es, wildfire modelling, Fire detection 
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1. Introduction 
1.1 Context and problem statement  

It is well known that forest is considered one of the biggest terrestrial ecosystems by 
playing a significant role in the overall ecology. They are particularly successful in preserving 
the quality of the soil and water as well as regulating the climate. On the other hand, forest 
fires are an important component in disturbing this natural equilibrium (Z. Wu et al., 2022). 
Over the last years, there has been a significant increase in the number of forest fires which 
caused serious environmental disasters and endangered both human and animal life 
(Mazzeo et al., 2022). The figure below shows the annual average number of fires in several 
European countries from 2006 to 2021 as well as the number of fires since the beginning of 
that year. 

Figure 1: Comparison of the avg. number of wildfires from 2006 to 2021 with the number of fires in the 
current year 

 

Data: EFFIS Statistical Portal 

According to the figure above, it can be seen that many countries face a large number of 
fire outbreaks each year, reaching in 2022 to exceed the average annual number of fire out-
breaks since 2006. Based on all that has already been formulated, it can be understood that 
forest fires are an important problem that cannot accommodate any other delays in dealing 
with it. 

Over the last years, due to the continuous increase of fire outbreaks international space 
agencies like NASA see the urgency to better utilize satellite observations to detect fires, 
particularly through sensors like SEVIRI (Spinning Enhanced Visible and InfraRed Imager), 
AVHRR (Advanced Very High-Resolution Radiometer), MODIS (Moderate Resolution Imaging 
Spectroradiometer), and VIIRS (Visible Infrared Imaging Radiometer Suitability (Mazzeo et 
al., 2022). These sensors can provide almost every 1- or 2-days data of forest fire outbreaks 
with relatively low spatial resolution. According to Hu et al. (2021) Earth observation satel-
lites have been used to regularly track fire activity across large areas in two different ap-
proaches: 1) to locate the places of actively burning areas, and 2) to map the geographical 
extent of the burnt traces.  Moreover, as satellite remote sensing technology advances, 
more and more researchers are choosing to employ satellite multispectral images to detect 
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forest wildfires (Hong et al., 2022). In addition to that, CNNs, (Convolutional Neural Net-
works,) have made enormous breakthroughs in machine learning, which have stimulated the 
development of innovative designs and approaches for a variety of applications, including 
active fire identification in satellite images (de Almeida Pereira et al., 2021).  Moreover, the 
Inception V3 models have gained a lot of attention the last years due to their high accuracy 
in image recognition.  

Recent research has become interested in network structure based on Inception v3 inte-
grated with transfer learning because of its outstanding performance on a variety of small 
datasets (Dong et al., 2020). According to C. Wang et al (2019) transfer learning emerged as 
a reduction method of time and computer resources due to the high rise in the neural net-
work's performance and depth. The basic concept of transfer learning is to facilitate the 
training of a new model by transferring the trained model parameters to the new model. 
This exchange of parameters allows the new model to not begin from scratch as the majority 
of the networks do, as well as the learning efficiency of the new model may be expedited 
and optimized given that some data or tasks are important (C. Wang et al., 2019).  Szegedy 
et al (2016) introduced the Inception model as a deep CNN architecture, in the Large-Scale 
ImageNet Visual Identification Challenge 2014 with the intention of lessening the impact of 
processing efficiency and low parameters in application scenarios (Cao et al., 2021).  

The detection of the fire in early stages is the first step of dealing with fire outbreaks, the 
next step is to predict and simulate the fire expansion. Wu et al. (2022) mentioned that the 
prediction of the wildfire expansion is based mainly on mathematical models in recent years. 
Moreover, they believe that fire spread models could be separated into three categories, i) 
the physical model which is based on the law of conservation of energy ii) the empirical 
models which analyze the historical data, and they combine them with current meteorologi-
cal factor and iii) the semiempirical forest fire spread models which is a combination of the 
two previous models (Wu et al., 2022). Nowadays, artificial neural networks (ANNs) have 
been effectively applied to forecast different kinds of issues by using information gathered 
through self-learning techniques (Safi & Bouroumi, 2013). This method has very similarities 
with the second category of the fire spread models. 

Until now there are several models that have been applied to simulate forest fire spread-
ing. Byari et al. (2022) applied a multi-scale 3D cellular automata model for forest fire 
spreading by taking into consideration the diversity of the environment based on several 
transition rules. Bodrožić et al. (2006) used CA to predict forest fire spread. They acquired 
data from the Corine, and they assign two cell values burned or no burned. After that they 
set some transition rule and simulate the fire spreading in two situations, with wind and 
with no wind. Moreover, Almeida and MacAu (2011) applied a stochastic cellular automata 
model in a flat ground with no wind. They used this model in order to represent behaviors of 
the vegetation combustion and igniting process during the fire spreading. Another very in-
teresting study if this of Alexandridis et al. (2008). They used CA to simulate and analyze how 
a forest wildfire spreads in a mountainous environment. They include elements such as veg-
etation variety and density as well as the wind's speed and direction. Furthermore, they 
separate the cells state into four categories. The first state the cell has no forest fuel, this is 
because they wanted to represent areas like city, and barren lands that cannot been burned. 
The second state is the cell that has forest fuel but is not yet ignited. The third state the cell 
has already been ignited and finally the last state is the cell that has already been ignited and 
burned. In addition, Wang et al (2017) to examine the influence of several factors in the 
spreading of forest wildfire.  They separated it into three factors. The Dynamic Factor-
Meteorology which analyzes the meteorological value change such as the speed of the wind 
and the temperature. The Static Factor-Terrain analyzes factors that are related to the Ter-
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rain such as slope, and the last factor is the Combustibles which are refereeing to the flam-
mable materials of the forest environment. 

According to the above, it can be well understood that CA has been applied many times 
in forest fire spread simulation.  There are many factors that influence the course of the fire 
such as wind speed, the topography of the terrain and the vegetation variety. Moreover, the 
criteria for the transition rules play important role in the model.  The criteria focus on the 
likelihood of a cell to be ignited or not. The cell burns or remains unburned depending on 
whether the conditions for ignition are met at each point in the time loop. This study scopes 
to take into consideration all the above factors and make the model as realistic as possible. 

 
Taking everything into consideration, this research works on a CNN model for wildfire 

outbreaks detection using sentinel-2 images. Moreover, the study is extended to simulate 
the course of a fire in a forestry area using cellular automata. Finally, the main outcome of 
this research is to contribute to the fight against forest fires and to constitutes an important 
tool for dealing with environmental disasters. 

1.2  Research Objectives  
In the previous section the main problem as well as the context of the research was dis-

cussed. In this section the main research objective and the research questions are formulat-
ed. 

The main objective of this research is to detect fire outbreaks by working with convolu-
tional neural network and simulate fire spread using sentinel-2 images. 

This objective has several research questions and sub-questions: 

I. To what extent can convolutional neural network detect forest fires? 

• How accurate this model can detect fire outbreaks? 

• How does the model perform on larger images?  
I. To what extent can cellular automata simulate forest fire spread? 

• what factors affect the route of a wildfire in a forest area? 

• How accurate can this model simulate the spread of a wildfire by com-
paring with already fire outbreaks?  

 

1.3 Research limitations and scope  
This research will only focus on sentinel-2 images from the period of 2018 until 2022. 

However, a further analysis to other satellites can be an important topic for future research. 
The data of the non-fire images that are needed to train the model are filtered to have less 
than five percent of clouds. This is because the images had to depict the terrain as clearly as 
possible. Furthermore, the sentinel-2 images are extracted with the band combination B12, 
B11 and B4 because the fire is more clearly depicted in that band combination. This is ex-
plained more thoroughly in the Methodology section. 
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1.4 Research structure 
The present research was structured in such a way, seeking to answer the research ques-

tions raised. More specifically: 

Chapter 1 presents the problem and context of this research as well as the research ques-
tions that lead to the main purpose of the research. 

In chapter 2 the theoretical framework is analyzed and explained.  More specifically, first-
ly, the history of the CNN is presented as well as some recent definitions about the model. In 
addition, in this section the structure of CNN is mentioned and the main characteristics. Fur-
thermore, the recent studies about the application of CNN in fire detection are presented. 
After that, the history and the definitions of CA are mentioned as well as how the CA is func-
tioning. Finally, this paragraph is also presenting contemporary studies on forest fire spread 
using CA. 

Chapter 3 presents the logic of the methodological framework. First, the inception V3 
model is analyzed and explained as well as his structure and characteristics. Moreover, the 
study area is defined. After that, the source of the data that are collected is presented and 
the logic behind this specific selection. Furthermore, the method for the classification of im-
ages is analyzed and the transition rules for the simulation model are defined. 

The chapter 4 presents the implementation of inception V3 model, and the simulation of 
the fire spread model. The main aim of this section is to answer and evaluate the research 
questions that was posed in the beginning of this research. 

The chapter 5 summarizes the entire thesis and draws the main research conclusions, 
while the chapter 6 investigates further analysis on forest fire detection and simulation of 
forest fire spread.  
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2. Theoretical framework 
2.1 Convolutional Neural Networks 

Deep learning has recently achieved considerable success in a variety of applications, in-
cluding image identification, audio recognition, gaming intelligence, natural language pro-
cessing, and autonomous navigation (Xu & Zhang, 2022). According to Yeturu (2020) Deep 
learning allows an input to be transformed from one dimensional space to another while 
Deep networks are used to identify complicated input patterns that are challenging for oth-
ers to record and maintain them. One of the deep learning models that have attracted a lot 
of interest because of their outstanding performance in computer vision applications are the 
Convolutional Neural Networks (Reimers & Requena-Mesa, 2020). 

Convolutional Neural Network is a common deep learning architecture that takes inspira-
tion from how living organisms naturally understand their environment. Hubel and Wiesel, 
1968) discovered that animal visual cortex cells are in charge of sensing light in receptive 
fields (Gu et al., 2018). Motivated by this finding, in the 1990s, the neocognitron (Fukushima, 
1980) served as the inspiration for the earliest research on contemporary convolutional neu-
ral networks by Lecun et al (1998). LeCun et all. (1998) showed that handwritten character 
recognition can be accomplished using a CNN model that combines simpler characteristics 
with increasingly more complex ones.  

LeCun et all (1998) defined CNN as a neural networks architecture that employ local pat-
terns connections and weight restrictions to include information about the invariances of 
two-dimensional forms. Today, Duan et al (2022) gives a very accurate definition of the CNN 
as a typical feedforward neural networks for large-scale feature extraction. In addition to 
that, Lopez Pinaya et al (2019) mentioned that CNNs are composed of layers of neurons with 
learnable weights and biases, equivalent to classic deep neural networks (DNNs). Moreover, 
Xu and Zhang (2022) indicate that the better ability of CNNs to interpret organized arrays of 
data, such as pictures, talks, and audio signal inputs, sets them apart from other neural net-
works. Furthermore, it is worth mentioned that techniques based on Convolution Neural 
Networks demonstrate cutting-edge accuracy on the ImageNet challenge 1 with error rate 
less than 4% (Jahandad et al., 2019). The primary objective of CNNs is to identify and extract 
local characteristics from the data. The similarity between specific picture patches and 
trained kernels is computed in a convolutional layer. The values of nearby pixels are then 
gathered and blended into one pixel in a pooling layer. As a result, less processing is re-
quired, and a feature selection that is resistant to slight changes results from the reduction 
in data complexity. Then both convolutional and pooling layers are modified. After the first 
layer of pooling finished, each number of a single pixel represents an entire batch of pixels in 
the original picture, and after the second layer of pooling is finished, each number repre-
sents an entire batch of batches of pixels in the original image (Reimers & Requena-Mesa, 
2020). 

To understand more deeply O’Shea and Nash (2015) gave a very detailed description of 
the three components of CNNs. The first component as mentioned above is the convolu-
tional layer which is crucial to CNN operation. The main idea of the convolutional layer is to 
extract small regions(kernels) of the input data and then recalculates the center pixel of the 
kernel and replace it by weighted sum of itself and any neighboring pixels, as can be seen in 
the figure below.  This component uses filter sizes to extract the area for example 3x3. 
Moreover, Strides and padding are two additional crucial ideas in convolutional layers. The 

 
1 The ImageNet Large Scale Visual Recognition Challenge (ILSVRC) is a project that runs from 2010 
where software applications contend to accurately identify objects and scenes. 
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number of pixels that a kernel or filter slides across the input matrix is referred to as a stride 
whereas in the padding the filter does not fit the input matrix (Handa et al., 2021). 

Figure 2: convolutional layer (Source: O’Shea & Nash, 2015) 

 

Another component of the CNNs is the pooling layer. This component scopes to progres-
sively decrease the representation's dimensionality which has as a result to further decrease 
both the computational complexity of the model and the number of parameters (O’Shea & 
Nash, 2015). The pooling layer is usually placed in the middle of two convolutional layers. 
Furthermore, this component of feature maps is linked to their equivalent feature maps 
from the previous convolutional layer (Gu et al., 2018). According to J. Wu (2017) there are 
two frequently used variants in the pooling layer the max pooling and the average pooling. 
The first maps a subrange to its highest value while the second one to its average value 
(J.Wu, 2017).  

The last component is the Fully connected layer. After numerous convolutional and pool-
ing layers, the neurons of these two components are connected to the Fully connected layer. 
This has as a result to create a global sematic information from the previous layers (Gu et al., 
2018). To sum up, in order to produce the output, the CNN first executes a sequence of con-
volutional and pooling layers before moving on to fully connected layers. Τhe whole process 
of the Convolutional Neural Networks can be represented in the figure below. 

Figure 3:  CNN model (Source: Dong et al., 2020) 

 

 

 

Over the years convolutional neural networks have been used in many studies in various 
scientific fields. Rainey et al (2016) used CNN to detect ships on the Singapore harbor by us-
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ing satellite images with 0.5 resolution. They extract over 20000 images chips to train the 
model from WorldView-1 and WorldView-2 satellites. Moreover, a recent study of Hong et al 
(2022) used CNN to detect active fire in the Guangdong Province, in southern China. They 
also used satellite images from Himawari-8, but the resolution was between 500-1000 me-
ters. Furthermore, CNNs have been also used in the urban studies. Albert and Gonz (2017) 
used this model to detect patterns in the land uses in 7 different cities. They obtain satellite 
images from Google Maps Static API, and they classify into 10 land use types. Convolutional 
neural networks have also been used in the field of medicine. Charan et al (2018) used this 
model to classify normal and abnormal breast detection. They used 332 mammograms im-
ages of which 189 were normal and the rest were abnormal breasts. According to the above, 
it is well understood that CNN have an important role in various scientific fields making them 
an important tool for automatic image recognition. 

As far as this research is concerned, CNNs have also been used in forest fire detections. 
The following table analyzes some studies on forest fire detection using CNN that have been 
used the last years. 

 

Table 1: Relatively studies on CNN 

Authors Origin Title Method Description 

(Priya & Vani, 2019) India Deep Learning Based Forest 
Fire Classification and Detec-
tion in Satellite Images 

CNN(Inception V3) They used CNN based on Inception V3 
approach to detect forest fires 

(de Almeida Pereira 
et al., 2021) 

Brazil Active fire detection in landsat-
8 imagery: a large-scale dataset 
and a deep-learning study 

CNN(U-NET 
architecture) 

They employ CNN based on U-Net ar-
chitecture to detect active fires on a 
large-scale dataset 

(Chen et al., 2019) China UAV Image-based Forest Fire 
Detection Approach Using Con-
volutional Neural Network 

CNN, Local Binary 
Pattern (LBP), 
Support Vector 
Machine (SVM) 

Chen et al. used an unmanned aerial 
vehicle (UAV) to detect forest fires. 
They first extract the feature using LBP 
and classify them using SVM to detect 
smoke. Finally, they apply CNN to 
detect forest fire. 

(Hong et al., 2022) China Active Fire Detection Using a 
Novel Convolutional Neural 
Network Based on Himawari-8 
Satellite Images 

FireCNN They used a new CNN method by using 
multi-scale convolution and residual 
acceptance design to detect fire spots 

(Rostami et al., 
2022) 

Iran Active Fire Detection from 
Landsat-8 Imagery Using Deep 
Multiple Kernel Learning 

CNN(MultiScale-
Net) 

Rostami et al. applied a CNN Mul-
tiScale-Net to detect active fire on a 
pixel level. 

(Georgiev et al., 

2020) 
Bulgaria Forest Monitoring System for 

Early Fire Detection Based on 
Convolutional Neural Network 
and UAV imagery 

CNN They develop an object detection 
method based on CNN to detect forest 
fires using UAV 

 

Finally, it is worth mentioning that the Inception V3 model which is implemented in this 
re-search is based on the structure of the CNNs. This research is using Inception V3 model 
be-cause of the higher accuracy in small datasets as well as it needs less computing power to 
train the model and thus it has quicker results. 
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2.1 Cellular automata 
Alan Turing's demonstration that computers could "regenerate" themselves marks the 

beginning of the history of cellular automata (CA), but the real development of this field rose 
in the middle of 1950s and 1960s (Crooks, 2017). The first person that employed CA was J. 
von Neumann in the theory of self-reproducing automata (Neumann, 1966) which he dis-
cussed the theoretical underpinnings of a machine that could replicate itself (Dewdney, 
2018). However, the real creator was the mathematician Stanislaw Ulam (Bodrožić et al., 
2006). One of the most famous models of CA is that of Conway’s which is called “Game of 
life”. The cells of this models possess only two states, dead or alive. Each cell evaluates the 
state of the nearby cells at the previous time step and the state of itself in the current time 
step, then it chooses one of three actions based on the results. For example, If the cell's pre-
sent state is alive and the states of the other two cells in its immediate vicinity are also alive, 
the cell will continue alive, alternatively, it will die. Similarly, if the condition of three sur-
rounding cells is alive, a cell that is now dead will turn to life. Finally, if the cell has three liv-
ing neighbors or less than two alive neighbors, the cell will turn into dead (Crooks, 2017).  

Many researchers have employed cellular automata (CA) models, due to its beneficial 
properties such as simplicity, adaptability, transparency, and intuitiveness (Zhu et al., 2021). 
According to Yang et al (2016) CA is a discrete-time grid dynamics model with local spatial 
interaction and temporal causation. Furthermore, this model could also simulate the spatio-
temporal development of complex systems. Each cell's state varies over time and is charac-
terized by local transition rules (as we saw in the Game of life), where the majority of the 
cells compose the evolution of dynamical systems by simple interaction (Yang et al., 2016). 
CA can be divided into four sections: the research area with a regular cellular entity, the cell 
state over a period of time, the interaction that a cell has with its neighbors, and given tran-
sition rules. In addition, the state of a cellular entity in the model at a given time is deter-
mined by the cell itself, its environment at an earlier time, and transition rules (X. Wu et al., 
2021). Moreover,  Dewdney (2018) gives the mathematical view of CA as representing in the 
equation below. 

                   𝑆𝑥𝑖𝑗
𝑡+1 = 𝑓(𝑆𝑥𝑖𝑗

𝑡 , 𝑆𝛺𝑖𝑗

𝑡 )                     (1) 

Where 𝑆𝑥𝑖𝑗
𝑡+1 and 𝑆𝑥𝑖𝑗

𝑡  describe the state of a cell, 𝑥𝑖𝑗  describes the location of the cell in 

the grid in a given time 𝑡 and 𝑡 + 1 which they are a part of a limited set of cell states in the 

grid space. 𝛺𝑖𝑗  describes the state of the surrounding cells and 𝑆𝛺𝑖𝑗

𝑡  refers to the state of the 

surrounding cells at a given time 𝑡 and 𝑡 + 1. Finally, 𝑓 is the function that describes a set of 
transition rules(Dewdney, 2018b). 

As it mentioned earlier the state of a cell is directly connected to the state of neighboring 
cells. There are two common neighborhood configurations. The first one is called the 3x3 or 
5x5 Moore neighborhood and the second one the von Neumann neighborhood (Bodrožić et 
al., 2006). The first takes the key cell in the middle and the 9 surrounding cells while the von 
Neumann neighborhood takes the key cell in the middle and the 5 surrounding cells.  Anoth-
er important aspect of CA is time. The figure below demonstrates in different time the state 
of cell. As can be seen the state of a cell varies over time based on different transition rules 
and the state of the surroundings cells. 
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Figure 4: On the left a  2-D cellular automata neighborhoods (Source: Crooks, 2017) and on the right 
the temporal aspect of Cellular automata (Source: Giabbanelli, 2019) 

 

 

 

 

 

 

 

 

Over the last years the forest fires have significantly affect the forest ecosystems as well 
as the public safety, for that reason, research into simulating the spread of forest fires has 
significantly grown (Hernández Encinas et al., 2007). According to Alexandridis et al (2008) a 
model for predicting the spread of a wildfire would need to consider both individual topo-
graphical features and external environmental elements like weather conditions. (Quartieri 
et al (2010) mentioned that the amount of fuel and its type, the slope of the terrain, and the 
direction and speed of the wind are the most significant factors that affect how a fire 
spreads. Furthermore, Almeida and MacAu (2011) indicate that there are four distinct com-
bustion phases that may be distinguished when the fire moves across the environment and 
consumes the vegetation.  The first phase is the pre-heating, the second phase is the igni-
tion, the third phase is the burning, and the last phase is the fire extinguishing. 
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3. Methodology 
In this chapter the methodological framework is analyzed and explained. The figure be-

low shows the steps of forest fire detection using the Convolution Neural Network as well as 
the steps for simulating the fire spread. As mentioned in the previous chapter, the result is 
intended to show whether an image has a fire or no fire in the area, and if there is a fire, it 
will show the area and the extent of the fire. After that, if the models shows that the image 
have fire, the cellular automata model is applied based on several transitions rules which are 
explained in this section. 

Figure 5: Steps of fire detection and fire spread simulation. 
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3.1 Inception-v3 
As it mentioned in the previous chapter the scope of this research is to work on a CNN 

model to detect forest fire and simulate the course of a fire using CA. In this chapter, the 
Inception-V3 model is presented which is used as a CNN model to detect forest wildfires.  

One of the main ideas of the Inception-V3 model which stands out from the rest is the 
Factorization into Smaller Convolutions. The main goal of this idea is to minimize the num-
ber of parameters without lowering network performance. Thus, the model can achieve 
faster training (Szegedy et al., 2016).  In the figure below we can see an example of Factori-
zation into Smaller Convolutions. The figure describes that two 3 x 3 convolutional layers can 
operate as one 5 x 5 convolution layer which has as a result to reduce the computing power 
and storage form 25 into 18. 

Figure 6: A 3x3 convolution is replacing a 5x5 (Source: Szegedy et al., 2016) 

 

In addition, as Szegedy et al (2015) mentioned convolutions with filters greater than 3 x 3 
may not always be beneficial because they can always be converted to a series of 3 x 3 con-
volutional layers. However, 5x5 convolutional layer is not the only that can be divided into 
smaller layers.  Szegedy et al. (2016) indicated that the layers could factorized into smaller 
by using asymmetric convolutions (figure 7). For example, a 3x3 layer could be divided into a 
3x1 layer and then in a 1x3 layer. Moreover, they mentioned that in theoretical view this 
could expand even more as a n x n convolution may be replaced by a 1 x n convolution fol-
lowed by a nx1 convolution, with a substantial rise in computational cost savings as n grows 
(Szegedy et al., 2016). However, this can only be implemented on a medium grid-sizes.  

Figure 7:  A 3x3 layer replaced by a 3x1 layer (Source: Szegedy et al., 2016) 

 
The model that Szegedy et al. (2015) first introduced can be seen in the figure 8. This In-

ception model is the first model (Inception V1) of Szegedy et al. (2015) which represents 
four parallel layers. The main idea of this model was to capture various sizes of information 
in the image. However, this model is considered to be inappropriate due to the fact that 
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needs a lot of processing power which has a result to be time consuming.  The next figure 
(figure 9) depicts the newer version of the inception model (Inception V3) which uses the 
factoring to a 3x3, a 3x1 and nx1 layer which results to less computing power and to a net-
work with less dimensions and calculations that are completed more quickly. 

 

Figure 8: Inception module without factorizing (Source: Szegedy et al., 2015) 

 
 

Figure 9: Inception V3 module (Source: Szegedy et al., 2015)) 
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3.2 Study area and data collection 

3.2.1 Study area 
The study area of this research is located in the municipality of Megara in Eastern Attica 

in Greece near the city of Kineta. This area in 2018 experienced a great disaster from a forest 
fire by destroying large areas of forest and houses, as well as causing significant health prob-
lems to the people in the area. This forest fire and that in the municipality of Marathon in 
Western Attica in Greece near the city of Mati are the deadliest fire in the history of modern 
Greece. The study area will be used to evaluate the simulation model of forest fire spread-
ing.   

Figure 10: The location of Kineta in the Greek geographical space 

 

Not far from the city of Kineta is the mountain of Geraneia with height over 1365m and it 
is considering the location where the fire started. Moreover, near the city of Kineta is the 
city of Agioi Thedoroi where this city and the city of kineta are considered important tourist 
areas. The figure below is a 3D model of our study area which depicts the area where the 
fire broke out as well as the two cities and the morphologies of the ground. 
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Figure 11: 3D model of Kineta area (Source: Google earth) 

 

3.2.2 Data collection 
The data of this research was extracted from the Google Earth Engine using the Sentinel-2 

MSI: Multispectral Instrument, Level-2A. First in order to identify the fire regions more easily 
the bands that was selected are B12(2100-2280 nm), B11(1565 – 1655nm) and B4(650-. 680 
nm). The B12 band is in the shortwave infrared (SWIR2) as well as the B11 band in 
shortwave infrared (SWIR1) and the B4 is the red band. These bands were selected because 
B12 is substantially impacted by a burning fire and less vulnerable to ambient pollution than 
B4, which exhibits less susceptibility to fire (Hu et al., 2021b). Furthermore, B12 and B11 
shows high surface reflectance in the fire region making it easier to detect by naked eye (Hu 
et al., 2021b). The figure below shows the difference between a true color sentinel-2 image 
and a B12, B11, B4 combination of a sentinel-2 image in a fire region. These two images are 
from the same sensor, and they capture the same time. 

 

 

 

 

 

 

 

 

 

 

        

Figure 12: On the left is a B12, B11, B4 combined image and on the right a true color image. 
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According to the figure above it can be seen that the combination of these bands cap-
tures the fire area very accurate. In contrast, the true color image doesn’t give the exact lo-
cation of the fire region. Moreover, the data were selected from different areas around the 
world were sentinel-2 satellite was available. This was done to train the model with fire and 
non-fire images, since in our study area there is not much data of fire images. In addition, in 
order to train the model into different environments and climates data from around the 
world must be added.  

The data was downloaded with the three bands that are mentioned earlier and they were 
separated into two categories ‘fire’ and ‘Non fire’. After that they separated into train and 
testing.  The images that contain fire are 146 and the images that are not fire are 118. The 
images that were used for train are 198 and 75 for testing. Furthermore, 27 random images 
were also selected that are not in the model in order to check the accuracy of the model on 
random images. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Finally, the data that was used to simulate the fire spread are mentioned in the table be-
low. The data are focused in the area of Kineta and they was used to formulate the transi-
tion rules. 

Table 2: Sources of data 

Data 

Type 

(spatial resolution in 

meters) 

Source Date 

Sentinel-2 MSI LEVEL 2A Raster grid (20x20 m) 
ESA Copernicus 

https://scihub.copernicus.eu 
23-07-2018 

Sentinel-2 MSI LEVEL 2A Raster grid (20x20 m) 
ESA Copernicus 

https://scihub.copernicus.eu 
14-08-2018 

Corine Land Cover Vector  ESA Copernicus 2018 

        

       

Figure 13: Samples of the sentinel-2 images. On top are the fire images and, in the bottom, 
the non-fire images. 
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(CLC) https://scihub.copernicus.eu 

Average wind 

speed(km/h) 
Data table 

Meteo 

http://stratus.meteo.noa.gr 
23-07-2018 

DEM Raster grid (25x25 m) 
ESA Copernicus 

https://www.copernicus.eu/en 
01-11-2022 

 

The first sentinel-2 image was captured the day that the fire was started, and the second 
sentinel-2 image was captured after three weeks because the cloud percentage was very 
low. Moreover, this image was also used to identify the burned area and see how well the 
model simulated the fire spread.  Finally, the Corine land cover data was used to identify the 
land cover in the area of Kineta. 

3.3 Land cover classification 
In order to simulate the spread of the fire it is important first to extract the fire region the 

time the fire started. For that reason, the Support Vector Machine (SVM) was used to mask 
the fire region. The SVM is a supervised algorithm which uses training samples to assign la-
bels to objects(Noble, 2006). After that the fire region was implemented into the land cover 
data. 

In order to simplify and fit the model’s purposes, similar land cover categories were 
grouped into the same class with the final result be with 6 classes, 1) Fire, 2) High density 
forest, 3) Low density forest, 4) Barren soil, 5) Human structures, 6) Water. The table in the 
appendix I describes the reclassification of the data in more details. The total amount of cell 
of each class is depicted in the table below. For this study the selected cell size is 25 x 25. 
Finally, the result of the reclassification can be seen in the figure 14. 

Figure 14: Number of cells for each category 

 

                                                              
          

 

      

      

       

 
 
 
 
 
  
 
  
 
 
  
 



25 
 

Figure 15: Land cover classification in Kineta 

 

3.4 Fire spread model 
The method divides the study area into a number of cells using a two-dimensional grid. 

Each square cell represents different land cover type which provides eight potential paths 
for the development of fire, as can be seen in the figure below. 

Figure 16: Possible direction of fire expansion (Alexandridis et al., 2008). 

 

According to Alexandridis et al. (2008), many researches applied hexagonal cells and even 
though they can capture the spatial behavior of the fire more accurately, the computing 
complexity of the resulting model is greatly increased. In this research in order to simplify 
the model the square grid behavior is utilized which the neighborhood of the center cell is 
75x75 meters on each direction, i.e., 3 cells in each direction. This can be better depicted in 
the figure below. 
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Figure 17: Cell neighbourhood 
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Each time step the evolution cells state is depicted by a set of rules which can imitate the 
behaviour of the fire propagation. Generally, a cell will be become burned the next time step 
if it meets all the transition rules. Furthermore, this research uses a propagation model 
which was already used by Alexandridis et al. (2008) and it can be described in the equation 
below. 

𝑃𝑏𝑢𝑟𝑛 = 𝑃ℎ(1 + 𝑃𝑑𝑒𝑛)(1 + 𝑃𝑣𝑒𝑔)𝑃𝑤𝑃𝑠                                     (1) 

Where 𝑃ℎ  represents the (constant) likelihood that, in the absence of wind and on a flat 
surface, a cell holding a specific type of vegetation and a given density of vegetation will 

catch fire at the following time step(Alexandridis et al., 2008), and 𝑃𝑤, 𝑃𝑠 , 𝑃ℎ, 𝑃𝑑𝑒𝑛 and 
𝑃𝑣𝑒𝑔are the probabilities of cell catching on fire which depends on the density of the 

vegetation, the type of the vegetation, the wind effect and the effect of the terrain. 
Finally, in order to produce the corrected probabilities that accounts all the afore-
mentioned elements the 𝑃ℎ constant has been added which multiplies all the varia-
bles(Alexandridis et al., 2008). 

3.4.1 The effect of wind  
Wind has an important role on forest fire spread and it highly influence the route of the 

forest fire as well as the fire propagation. In addition, Wind availability and wind speed are 
mostly influenced by local terrain and weather patterns (Angeles-camacho, 2021). Unfortu-
nately, in our study area only one meteorological station is located close to the spread of the 
fire and the data were based on these measurements. According to Pintor et al. (2022) there 
are two methods that have been widely used to extrapolate wind speed, the first method 
employs a distance calculation that takes into account all measurement heights, and the 
second method is by using wind shear coefficient. The fist method is the logarithmic profile, 
and the second method is the power law. Furthermore, their study showed that the second 
method has better results than the first method and is therefore more reliable. In this re-
search the second method was selected.   
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In order to calculate the wind speed for each height, the wind shear coefficient must be de-
termined. According to Erdik and Law,  (2012) the wind shear coefficient ranges between 
0.14 and 0.2. However, the coefficient is not constant as it is affected by a variety of varia-
bles such as atmospheric conditions, temperature, pressure, humidity, time of day, season, 
average wind speed, direction and soil type (Erdik & Law, 2012). This research uses values of 
the wind shear exponent for different types of terrain based on the Engineeringtoolbox, 
(2020) which can be seen in the table below. 

Table 3:Wind shear for various terrain types (Engineeringtoolbox.com, 2020) 

Terrain Wind shear exponent (a) 

Open water 0.10 

Smooth, level, grass-covered 0.15 

Row crops 0.20 

Low bushes with a few trees 0.20 

Heavy trees 0.25 

Several buildings 0.25 

Hilly mountainous terrain 0.25 

 

The meteorological station that was near the fire spread has data about the wind speed 
and direction every 15 minutes.  For that reason, the average wind speed was calculated 
from 09:00 a.m. to 00:00 p.m. to depict more accurately the changes in the wind speed. Fur-
thermore, 09:00 a.m. is considered the time when the fire broke out and it lasted less than 
20 hours. For the sake of this research, we consider that the fire lasted from 09:00 a.m. till 
03:00 a.m., that is 18 hours. The station is situated 7km from the point where the fire broke 
out and the average speed was 20 km/h and the elevation is 37m. The power law equation 
depicted in the equation below was used to determine the average wind speed for each 
height in the Kineta area. 

                                           𝑈𝑎𝑣𝑒𝑟𝑎𝑔𝑒 = 𝑈𝑟𝑒𝑓𝑥 (
ℎ

ℎ𝑟𝑒𝑓
)𝑎                                                    (2) 

Where 𝑈𝑎𝑣𝑒𝑟𝑎𝑔𝑒 is the average wind speed for every height, 𝑈𝑟𝑒𝑓 is the referenced av-

erage wind speed, h is the new height, ℎ𝑟𝑒𝑓 is the referenced height and a is the wind 

shear coefficient which is depicted in the table above. This research matched the 
land cover type with the different type of terrain. The fire the human structures and 
the high-density forest is equal to 0.25. The low-density forest and the barren soil 
are equal to 0.20 and the water is equal to 0.1. The results of the equation can be 
seen in the figure below.  
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Figure 18:Average wind speed in Kineta. 

 

As can be seen in the figure above high values of wind speed are concentrated at high al-
titudes where high-density and low-density forest are in the area.  In contrast, low values of 
wind speed are near cities and in barren soil. After that, the effect of the wind for each cell 
was calculated based on the equation below(Mutthulakshmi et al., 2020). 

 

                                                  𝑓𝑡 = 𝑒𝑉𝐶2(cos 𝛩−1)                                                   (3) 

 𝑃𝑤 = 𝑒𝐶1𝑉𝑓𝑡                                                            (4) 

Where V is the average wind speed for each cell, θ is the angle between the direction of 
the wind and the direction of fire propagation. The wind direction at the beginning of the 
outbreak of the fire was south west and the direction of fire propagation was south east, 
hence the angle direction is 90°.  In addition, the  𝑐1, 𝑐2 are constant parameters which were 
adopted by Alexandridis et al. (2008) and can be seen in the table 5. It is worth mentioning 
that the wind direction in our study area was Southwest when the fire broke out, however 
during the fire spread the wind direction changed several times, this will be depicted in the 
aspect parameters later on. Furthermore, when the wind direction and the fire direction are 
aligned, then the rate of fire propagation rises(Mutthulakshmi et al., 2020). 

3.4.2. The effect of terrain 
Terrain also has an important role in the fire propagation. For that reason, this research 

takes it into account. The equation for the effect of the terrain can be seen in the equation 
below(Freire & Dacamara, 2018).  

 

                                                        𝑃𝑠 =  𝑒𝑎𝑠𝜃𝑠                                                            (5) 
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Where 𝜃𝑠 is the terrain's slope angle and 𝑎𝑠 is a parameter that may be changed based 
on experimental results. The slope values of our study area are depicted in the figure below. 

Figure 19: Slope values in Kineta 

 

The figure shows high values of slope in the mountains of Geraneia and as it goes in low-
er altitudes the slope decreases and stabilizes. In addition, this research also uses aspect as a 
parameter that affects fire spread which as can be seen later it has been used in the transi-
tion rules. Generally, when the wind direction and the aspect are aligned then the fire prop-
agation increases. In our study area, the wind direction between the outbreak of the fire and 
until 12 in the evening, the wind direction was Southwest, West, South, Southeast, East. For 
that reason, the fire spread is increased in these directions of the slope, as can be seen in 
the figure below.  
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Figure 20: Aspect values in Kineta 

 

3.5.  Transition rules  
As mentioned in the previous section this research takes into account various parameters 

in the fire spread model. However, there are some parameters that do not directly affect or 
have minimal effect on the fire propagation model. For this reason, some assumptions are 
made at the beginning of the model. These assumptions are related with the land cover type 
and are analyzed in the table below. 

Table 4: Land cover assumptions 

Land cover type Assumptions 

High density forest Fire can move through the high-density for-
est more easily because the fuel is higher. 

Low density forest Fire can move through low-density forest at 
moderate speed because the fuel is thinner 

Barren soil Fire cannot move through the barren soil 
type because there is no fuel to burn. 

Human structures Fire cannot move through the Human struc-
tures type because there is no fuel to burn. 

Water Fire cannot move through the water because 
there is no fuel to burn. 

 

After these assumptions, the equation (1) was c Values of𝑃𝑣𝑒𝑔𝑒𝑡𝑎𝑡𝑖𝑜𝑛  , 𝑃𝑑𝑒𝑛𝑠𝑖𝑡𝑦    probabilities and 

constant parameters calculated in the land cover types that can change. The constant parame-
ters that were used are depicted in the table below. 
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Table 5:Values of  𝑃𝑣𝑒𝑔𝑒𝑡𝑎𝑡𝑖𝑜𝑛,  𝑃𝑑𝑒𝑛𝑠𝑖𝑡𝑦  probabilities and constant parameters 

Land cover type 𝑃𝑣𝑒𝑔𝑒𝑡𝑎𝑡𝑖𝑜𝑛 

Mixed-coniferous Forest  0.4 

Natural grasslands-Sclerophyllous Vegeta-
tion-Transitional woodland-scrub 

0.2 

  

Land cover density 𝑃𝑑𝑒𝑛𝑠𝑖𝑡𝑦 

High density forest  0.3 

Low density forest 0.2 

  

Constant parameters values 

𝑃ℎ 0.58 

𝑐1 0.045 

𝑐2 0.131 

𝑎𝑠 0.078 

 

The majority of these values were from Alexandridis et al. (2008) while some values of 
the low density forest changed to depict more accurately our study area. After defining eve-
ry variable, the final transition rules that were applied in the fire spread model can be seen 
in the table below. It is worth noting that the transition rules are applied to each cell before 
beginning of the period. Furthermore, in our simulation scenario every ‘ticks’ symbolize 15 
minutes period. 

Table 6: Fire spread conditions. 

If the probability of the high-density forest is 
greater than 0,018 AND the total amount of 
high-density forest neighbors is greater than 
the low-density forest neighbors AND 
the aspect is East, Southeast, South, Southwest, 
West. 
 

 
 

Fire birth 

If the probability of the low-density forest is 
greater than 0,013 AND the total amount of 
low-density forest neighbors is greater than the 
high-density forest neighbors AND 
the aspect is East, Southeast, South, Southwest, 
West. 
 

 
Fire birth 

If the above conditions are not met, no cell will 
be changed to fire. 

Land cover type 
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4. Results 
4.1 Forest fire prediction 

As mentioned before the first step of this thesis is to detect forest fire spread by using 
machine learning.  After running the inception V3, which trained the model, random images 
were selected to identify if the model can recognize fire and non-fire images. Even though, 
the dataset is not very large the model is well detecting the fire and non-fire image as can be 
seen in the figures below. Moreover, the procedure for fire detection is described in the ap-
pendix iii as well as the graphs of validation and training accuracy.  

Figure 21: Fire detection 
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The figure above shows the results of fire detection on six different images. The images 
are separated into the original image with the B12, B11, and B4 band combinations and the 
image with the fire region mask. The results show that the inception V3 model is capable of 
detecting fire images and masking the fire region. At this point, it is worth mentioning that 
the mask of the fire region was performed using the cell values; for that reason, the accuracy 
is not considered optimal, but it gives a very good representation of the area of fire. Fur-
thermore, the maximum probability describes the percentage of confidence that the image 
has fire. The results indicated that the confidence level of fire existence was over 99%, which 
signifies that the images have fire. 

When it comes to non-fire images, the results only show the original images because they 
do not contain any fire. The results of the non-fire images can be seen in the figure below. 

Figure 22: Detection of Non fire images 
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According to the results above, the inception V3 model detects the images that do not 
contain fire quite well. The maximum probability is also over 99% except for the images that 
have urban fabric. In order to validate the model, 27 random images were extracted that 
were not included in the training or testing.  The evaluation of model was conducted using 
the Confusion Matrix. This tool evaluates the performance of the model. A typical confusion 
matrix has True Positive values (TP), True Negative values (TN), False positive values (FP), 
and False Negative values( FN)(Ting, 2017). In our example the TP values represent the fire 
images and the images which the model predicted correct. In the TN values show the non-
fire images and images which the model predicted correct. The FP values indicate the fire 
images which the model predicted incorrectly. Finally, the FN values represent the non-fire 
images that the model predicted as fire. The figure below illustrates the confusion matrix. 

 

 

 



37 
 

Figure 23: Confusion Matrix 
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The results of the model are depicted in the figure below. The figure shows that all the 
fire images were well predicted from the model whereas from the non-fire images two were 
predicted as fire. 

Figure 24: Confusion Matrix of the model 
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From the 27 random images the 14 had fire and the other 13 they didn’t. The total accu-
racy of the model reaches 92.5%, which is very good given the fact that the data was not 
very large. In addition, the F1-score was calculated in order to evaluate further the accuracy 
of the model. This model incorporates the results of the recall and precision. Generally, val-
ues closer to 1 indicate that the model have high precision and recall and closer to 0 that the 
model has low precision and recall. The recall and the precision can be calculated with the 
following equations.  

𝑃𝑟𝑒𝑐 =  
𝑇𝑃

𝑇𝑃+𝑇𝑁
                                     (6) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                 (7) 

The recall calculates the fire images that the model was able to predicted correctly while 
the precision shows how many of the total correctly predicted images proved to be fire im-
ages(Ting, 2017). After the calculation of precision and recall the f1-score was calculated 
based on the equation below(Goutte & Gaussier, 2005). 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =  2 ∗
𝑃𝑟𝑒𝑐 ∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐+𝑅𝑒𝑐𝑎𝑙𝑙
             (8) 
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The F1-score is approximately 0.72 which shows that the model accuracy based on the 
precision and recall is very well. 

Finally, in order to answer the research questions that were posed at the beginning, the 
model was also tested on larger images. The aim of this was to identify if the image size af-
fected the performance of the model. For that reason, three images that contain fire were 
selected as well as two images that do not have fire. The results of the prediction are depict-
ed in the figure below.  

Figure 25: Testing on larger images 
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The model's output demonstrated that it can distinguish between pictures of fire and 
non-fire on a broader scale. However, the mask of the fire region doesn’t depict very well. 
Moreover, the mask of the fire region capture clouds as fire this is because the mask is 
based on the pixel value and not on image classification. Taking everything into considera-
tion, the model performs very well on detecting the possibility of fire on small and larger 
images. However, when it comes to masking the fire region, it needs further investigation 
because the fire region based on the cell value doesn’t give very accurate results. 
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4.2 Forest fire spread simulation 
The second stage of the thesis is to simulate the spread of a forest fire. For that reason, 

the Kineta area, as described in the previous chapter, was chosen, which suffered significant 
damage from the wildfire that erupted in 2018. The Appendix iv describes the process that 
this thesis followed in order to produce the model. The result of the simulation starts from 0 
hours which is consider when the fire broke out and continues for 18 hours. The figure be-
low shows the outcome of this simulation. 

Figure 26: Fire spread simulation each time step. 
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The figure above shows the result of the simulation every 2 hours except the last two 
which are every three hours. The fire spread can be seen expanding with the yellow color. 
The simulation outcome indicated that the fire spread is directing South, SouthEast and 
West. Moreover, the fire spread reaches the city of Kineta after 15 hours while it burns high 
forest density forest on the West direction. In addition, during the path of the fire spread 
there are some vacant areas that fire didn’t burn, this is because the transition rules didn’t 
apply for the selected cells. Finally, it can be said that the fire spreads faster in the first hours 
while slowing down when the model ends.  This is because as the fire expands the area of 
the fire is becoming larger which has as a result to take more time for the model to calculate 
the transition rules. The figure below sums up the spread of the fire in the above hours as 
well as the area in which each hour takes place. The figure shows sharp lines at the end of 
each interval. This is because, the intermediate hours are not depicted in the figures, as re-
sult to show sharp lines. The next step is to identify how well the model simulated the real 
spread of the fire in Kineta. 
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Figure 27: Area of fire spread every hour. 

 

4.3 Validation test 
The simulated model that performed in the previous chapter is based on the transition 

rules that was posed in the methodology chapter. This chapter examines how well the mod-
el simulated the actual fire spread. First, in order to extract the burned area of the actual fire 
spread the SVM classification method was selected. The results of the classification can be 
seen in the figure below. 

Figure 28:Actual burned area in Kineta 
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The B12, B11, and B4 were selected to classify the model, because the images that were 
inserted in the inception V3 model have the same band combination.  Furthermore, the ac-
curacy of the classification was conducted by the tool create accuracy assessment points in 
ArcGis by creating 500 random points and then assigned the ground truth values to evaluate 
the accuracy of the classification. After that, the confusion matrix tool was selected to visual-
ize the accuracy results, as can be seen in the figure below. 

Table 7: Confusion Matrix results 

ClassValue Burned area Undisturbed area Water Total U_Accuracy Kappa 

Burned area 59 0 0 59 1 0 

Undisturbed area 11 268 8 287 0.93 0 

Water 0 0 154 154 1 0 

Total 70 268 162 500 0 0 

P_Accuracy 0.84 1 0.95 0 0.96 0 

Kappa 0 0 0 0 0 0.93 

 

The producer accuracy (P_Accurancy) or error of omission shows how well the classifica-
tion results depict the actual burned area based on the sentinel-2 image, whereas the user 
accuracy (Accuracy) or errors of commission illustrate the incorrectly classified pixels. The 
results showed that 84% of the burned area was classified correctly, 100% of the undis-
turbed area we classified correctly and 95% of the water was classified correctly. On the 
other hand, the errors of commission are in all classes above 93% which means that the clas-
sified pixels that should belong in different classes is very low. Finally, the kappa statistic 
shows the overall assessment of the classification. The results indicate 93% which means 
that results of the classification have strong agreement with the actual data.  

The classification indicate that the fire reaches the city of Kineta as the model simulated. 
The total burned area of the actual fire spread is 2979.59 hectares while the simulated the 
overlapping burned area with that of the simulation is 1766.26 hectares. This was done by 
using the summarize within tool in ArcGIS. Furthermore, a confusion matrix was created in 
order to validate the simulation with the SVM classification that was described above. For 
that reason, 500 random points were created. It is worth mentioning that, as ground truth 
we consider the SVM classification model that described above. The results of the confusion 
are depicted in the table below. 

Table 8: Confusion Matrix results of the simulation model 

ClassValue Burned area Non burned area Total U_Accuracy Kappa 

Burned area 41 18 59 0.69 0 

Non burned area 22 419 441 0.95 0 

Total 63 437 500 0 0 

P_Accuracy 0.65 0.95 0 0.92 0 

Kappa 0 0 0 0 0.62 

 

As can be seen in the table above, the error of omissions is 65% in the burned area and 
95% in the non-burned area, which signifies that 65% of the burned area is simulated cor-
rectly and 95% of the non-burned area is also simulated correctly. Moreover, the error of 
commissions is 69% in the burned area value and 95% in the non-burned area value which 
means that the simulation burned area pixels that should belong to non-burned area are not 
that many, whereas the non-burned area pixels that should belong to burned area are very 
low. Finally, the kappa statistics is 62% which means that the simulation model have moder-
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ate agreement with the SVM classification model. The figure below depicts the burned and 
simulated fire spread areas.  

Figure 29: Actual burned and simulated fire area. 

 

As can be seen from the figure above a large area of the actual burned area is simulated 
by the model. The actual burned area expands more and reaches to the sea while the fire 
spread model stops when reaching to the city of Kineta. This means that the simulated mod-
el would probably have reached the sea if it had continued for a few hours. Furthermore, 
the simulated model expands even more on the West of the area. A possible explanation of 
this could be that the firefighters stopped the spread of the fire. Overall, the model simulat-
ed relatively well the actual fire spread based on the transition rules that was posed in the 
beginning of the model. 
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5. Conclusion 
The main objective of this thesis was to work on a CNN model for wildfire outbreak de-

tection using Sentinel-2 images and simulate forest fire spread based on several transition 
rules. Forest fires have caused serious problems in forest ecosystems in recent years, and 
the high frequency of forest fire outbreaks each year limits the possibility of physical recov-
ery of forests. Greece, just like every other country with a Mediterranean climate, also faces 
thousands of forests fires every year. Therefore, the thesis focused on the area of Kineta in 
western Attica in Greece, where in 2018, the area faced a big wildfire that destroyed thou-
sands of hectares of forest and human houses. 

The applied methodology is separated into two parts: the fire prediction, which checks 
sentinel-2 images to see if there is fire or not, and the simulation of the fire spread, which 
imitates the route of the fire based on several transition rules. Specifically, images were col-
lected in order to train the model by using the bands B12, B11, and B4 of the Sentinel-2 sat-
ellite. After that, the images were separated into training and testing and added to the In-
ception V3 model. The model showed high accuracy on random images, managing to 
achieve over 90% and 72% in f1-score, given the fact that the images for training the model 
were not very large. Moreover, the model can also predict larger images, however, the fire 
region does not depict them accurately. 

The second part of this thesis was the forest fire simulation. For this part, data from the 
ESA Copernicus and Meteo satellites was extracted to identify the land cover type, the digi-
tal elevation model of the area, and the average wind speed. After that, the effects of the 
wind and the terrain were calculated in order to formulate the transition rules of the model. 
The results showed that the transition rules that were posed at the beginning of the model 
are relatively well simulated actual fire spread, managing to achieve 62% accuracy in the 
kappa statistics. The effect of the wind and the terrain are the most important factors that 
influence the spread of the forest fire. 

Taking everything into consideration, this thesis answered the research questions that 
were posed at the beginning as well as the main objective. The proposed methodology was 
proven to be sufficiently robust to predict fire outbreaks by using Sentinel-2 images and rel-
atively well to simulate forest fire spread based on the aforenoted transition rules. The in-
ception V3 model presented satisfactory results despite the low availability of data. There-
fore, the obtained results demonstrate the high potential of the implemented approach for 
an accurate model that can predict forest fire outbreaks. Moreover, the cellular automata 
model produced relatively accurate results with the defined transition rules. The proposed 
approach provides new insight into integrated protection for forest fire in different areas 
around the globe. Furthermore, the combination of machine learning with cellular automata 
and geographic information systems (GIS) can provide a useful tool to fight forest fires. 
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6. Discussion  
 

As mentioned in the introduction section this thesis objective was to detect fire out-
breaks by working with convolutional neural network and simulate fire spread using senti-
nel-2 images. For that reason, several sub questions have been posed in the beginning of 
this research. This section answers each question separately. 

The first sub-question was to evaluate "how accurate this model can detect fire out-
breaks." As can be seen in Chapter 4, the inception V3 model can detect fire outbreaks very 
accurately (over 90%) without collecting vast amounts of data. The second sub-question 
sought to ascertain "how the model performs on larger images." The results have shown 
that the model is able to detect if the image has fire with some accuracy, even though the 
fire region didn’t depict it very accurately. These sub questions are answering the main re-
search question, which was to identify "to what extent can a convolutional neural network 
detect forest fires?" 

The second research question was to evaluate "to what extent can cellular automata 
simulate forest fire spread?" This research question also had two subquestions. The first 
sub-question is about the simulation of a fire spread model using cellular automata. This 
question aimed to identify "the factors that affect the route of a wildfire in a forest area." 
The main factors that this research showed are the effect of the wind and the effect of the 
terrain. These two factors are highly influential on the route of the fire's spread in our given 
scenario. Moreover, the type and density of the environment are also important factors that 
affect how the fire moves in a forest. The final sub-question was, "How accurately can this 
model simulate the spread of a wildfire by comparing it to previous fire outbreaks?" This 
research used the area of Kineta in Greece as an example due to the high destruction suf-
fered in 2018. The results showed that the model simulated 62% based on the kappa statis-
tic of the actual burned area, even though the actual extinguishing of the forest fire is un-
known. 

The connection between machine learning and cellular automata in forest fire detection 
and simulation is something that was missing from the literature review. This research was 
able to connect these two meanings and establish an effective framework in order to merge 
these concepts. However, this connection was done in very early stages, but it gives the pos-
sibility for further investigation. 

A possible recommendation for further research is to use an image classification model 
like U-net that classifies the fire region more accurately. Moreover, as can be seen in the 
figure 23 the pixel-based classification captures clouds as a fire region this is because the 
classification is based on the pixel value. The process of image classification was not con-
ducted in this research due to the high amount of training samples and data that is needed 
to build this model. However, it is believed that the image classification model would proba-
bly solve these problems. Furthermore, the ability to automatically classify the land cover 
type of any image and insert it to the cellular automata model is also a possibly topic for fur-
ther research.  Finally, there are plenty of image recognition machine learning models that 
exist today, the investigation and comparison with other models could be very useful infor-
mation to identify which model performs better on the detection of fire outbreaks. 
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Appendices 
Appendix I – Land cover reclassification  

Corine land cover-2018 New classes 

- Fire 

 

• Coniferous forest 

• Mixed forest 
 

 
High density forest 

 

• Natural grasslands 

• Sclerophyllous vegetation 

• Transitional woodland-shrub 
 

 
 

Low density forest 

• Complex cultivation patterns 

• Non-irrigated arable land 

• Olive groves 

• Sparsely vegetated areas 

• Sport and leisure facilities 

• Vineyards 

 
 
 

Barren soil 

• Discontinuous urban fabric 

• Industrial or commercial units 

• Road and rail networks and 
associated land 

 
 

Human structures 

• Sea and ocean Water 
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Appendix II: Steps for image collection 
This section describes the process of collecting images in order to train and validate the 

inception V3 model. The collection of the images was carried out using the geemap package 
(geemap, 2022) and Google Earth Engine. The figure below depicts the display of geemap in 
the jupyter lab environment. 

Figure 30: Map display using geemap package. 

 

After that, the selection of the region we want to extract is carried out and by using Im-
ageCollection of Google Earth Engine package the sentinel 2 satellite is selected using the 
B12, B11, B4 bands, as it mentioned in the previous chapter. Thenceforth, the selected visu-
alize parameters are set in order to view the image. This can be seen in the figure below. 

Figure 31: Image collection and visualization 
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Finally, the preferences file is selected and by using the geemap package the images are 
download in ‘jpg’ format. 

Figure 32: Extraction of images 
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Appendix III: Steps of fire detection 
This section describes the steps to develop the model for forest fire detection. Firstly, af-

ter separating the data into train and testing the ImageDataGenerator was used to upload 
the images into the model. After that, in order increase the accuracy of training even further 
the data augmentation technique was used (zooming and horizontal flipping). This can be 
better be seen in the figure below. 

Figure 33: ImageDataGenerator 

 

 

After that the Inception-V3 model was imported using the Keras module. This research 
uses the Global Average Pooling which it has two important advantages over the fully con-
nected layers. The first one is that the Global Average Pooling is more innate to the convolu-
tion design by establishing correlations between feature maps and categories and the sec-
ond one is that the overfitting is prevented (Lin et al., 2014). In addition, 2 dropout layers 
and 2 dense layers was used in order to make sure that the model doesn't overfit. Finally, 2 
classes were added using the SoftMax layer. This can be better be seen in the figure below. 

Figure 34: Inception V3 model structure 
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As can be seen in the figure above the layers was trained for 20 epochs. After that, the 
model freezes the 249 layers to inhibits the modification of its weights. The code can be 
seen in the following figure. 

Figure 35: Freezing the layers 

 

According to the figure 16 the first run of the model the accuracy reaches almost 93% 
while the training accuracy reaches less than 70%. After freezing the first 249 layers the 
model seems to gain over 90% of validation accuracy while the train accuracy remains al-
most stable. These figures are emphasizing the importance of the freezing the model as it 
gained more validation accuracy and reduces the computation time. Moreover, after train-
ing the model, the validation process will take random images from a folder that it contains 
fire and non-fire images which were not included in the algorithm and test the accuracy of 
the results. 

 

 

 

 

 

 

 

 

 

 

 

 

 

It is worth mentioning that, both the training and validation accuracy are considered to 
be optimal, given the fact that the data are not very large and for that reason inceptionV3 is 
considered better when working with small datasets. 

 

 

                                                                       

Figure 36: Validation and training accuracy after and before freezing the model. On the left 
is before and on the right is after. 
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Appendix IV: Description of simulation model 
This section describes the NetLog model which the simulation of forest fire spread was 

carried out. Firstly, the interface of model is depicted in the figure below.  The interface con-
sists of the Setup and Run bottoms which they load and run the model, a graph that calcu-
late the percentage of change in land cover and the percentage of land cover in each tick. 

Figure 37: NetLogo interface 

 

The code for the Setup and load the raster file’s function can be seen in the figure below. 
The setup clears the model, and it loads the raster datasets and resets the ticks back to 0. 
The load-gis sets all the raster datasets and it uses as an interface the land cover map. The 
setup-patches sets the land cover types as well as the neighborhood which the given cell 
takes into account. Moreover, the update-display gives the land cover types the preferable 
color to visualize. 

Figure 38: Setup procedure 

to setup 
  clear-all 
  load-gis 
  setup-patches 
  update-display 
  reset-ticks 
  print "Finished" 
end 
 
to load-gis 
  clear-all 
  set land-cover-map gis:load-dataset "land_cover.asc" 
  set slope-map gis:load-dataset "slope.asc" 
  set aspect-map gis:load-dataset "aspect.asc" 
  set fire-propagation-map gis:load-dataset "fire_propagation.asc" 
  gis:set-world-envelope-ds gis:envelope-of land-cover-map 
end 
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to setup-patches 
  gis:apply-raster land-cover-map land-cover 
  gis:apply-raster slope-map slope-suitability 
  gis:apply-raster fire-propagation-map firepropa-suitability 
  gis:apply-raster aspect-map aspect-suitability 
  let landcovertypes ["Fire" "High density forest" "Low density forest" "Barren soil" "Human 
structures" "Water"] 
  let landcovernumbers [1 2 3 4 5 6] 
  let landcover table:from-list (map list landcovernumbers landcovertypes) 
 
  set nearby [[-1 1] [1 1] [-1 -1] [-1 0]………[-3 2][-3 1]] 
    
  print "Map setup done." 
 
  estimate_initial-% 
end 
 
to update-display 
  print "Setting up patch colors" 
  ask patches 
  [ 
    if land-cover = 1 [ set pcolor 15 ] 
    if land-cover = 2 [ set pcolor 51 ] 
    if land-cover = 3 [ set pcolor 66 ] 
    if land-cover = 4 [ set pcolor 22 ] 
    if land-cover = 5 [ set pcolor 8 ] 
    if land-cover = 6 [ set pcolor 105] 
    ] 
  print "Setting up patch colors done." 
end 
 

 

After that, the model calculates the percentage of each land cover type when the model 
sets up and displays it to the graph.  The figure below is an example of calculation of fire. 

Figure 39: Calculation of fire percentage 

to estimate_initial-% 
  if count patches with [land-cover = 1] != 0 [set %Fire (count patches with [land-cover = 1]) / 
(count patches with [land-cover = 1 or land-cover = 2 or land-cover = 3 or land-cover = 4 or 
land-cover = 5 or land-cover = 6]) * 100] 
end 

 

Following that, the figure below depicts the countneighbors_by_type function which 
calculates the total number of cell type for each land cover type in the defining area. This is a 
very important function because it has a critical role in simulating the fire spread model. 

 

 



62 
 

Figure 40: Counting of total neighbors. 

to countneighbors_by_type 
    ask patches 
    [ 
      if land-cover != 1 [ 
      let count_fire 0 
      let count_highdensityforest 0 
      let count_lowdensityforest  0 
      let count_barrensoil 0 
      let count_humanstructure 0 
      
      ask patches at-points nearby [ 
 
        if land-cover = 1 [ 
          set count_fire count_fire + 1 
        ] 
        if land-cover = 2 [ 
          set count_highdensityforest count_highdensityforest + 1 
        ] 
        if land-cover = 3 [ 
          set count_lowdensityforest count_lowdensityforest + 1 
        ] 
        if land-cover = 4 [ 
          set count_barrensoil count_barrensoil + 1 
        ] 
        if land-cover = 5 [ 
          set count_humanstructure count_humanstructure + 1 
        ] 
      ] 
    set neighborcount_fire count_fire 
    set neighborcount_highdensityforest count_highdensityforest 
    set neighborcount_lowdensityforest count_lowdensityforest 
    set neighborcount_barrensoil count_barrensoil 
    set neighborcount_humanstructure count_humanstructure 
    ] 
    ] 
end 

 

Consequently, the fire-birth function assigns the new color when the transition rules are 
applicable, which means that new fire has been created. 

Figure 41: Fire birth funtion 

to fire-birth 
  set pcolor 45 
  set land-cover 1 
end 
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Finally, the code that run all the above as well as the transition rules is depicted in the 
figure below. The models run for 72 ticks and then it stops, and the outcome of each tick can 
be seen in the interface of the model. 

Figure 42: Fire spread code 

to go-firespreadmodel 
 
  if ticks >= 72 [ stop ]  
 
  print "Fire spread model" 
 
  let fireexpa 0 
  let oc1-1 0 
  let oc1-2 0 
  let oc1-3 0 
  let oc1-4 0 
 
  print "Counting neighborhoods and counting types within the 75x75m neighborhood ..." 
  countneighbors_by_type 
 
  print "Start of transition rules." 
  ask patches [ 
 
    let slope 0 
    let aspect 0 
    set aspect aspect-suitability 
    set slope slope-suitability 
    let firepro 0 
    set firepro firepropa-suitability 
 
    if (land-cover != 6) and (land-cover != 4) and (neighborcount_Fire > 0) and (land-cover != 
5) [ 
      let probabilityhighdensity (0.58 * (1 + 0.4) * 1.03 * slope * firepro) 
      let probabilitylowdensity (0.58 * (1 + 0.2) * (1 + 0.2) * slope * firepro) 
      if  (probabilityhighdensity > 0.018) and (neighborcount_highdensityforest > neighbor-
count_lowdensityforest) and (aspect >= 67.5 and aspect <= 292.5) [ 
        fire-birth 
        set fireexpa fireexpa + 1 
        print "fire due to outcome 1" 
        set oc1-1 oc1-1 + 1] 
      if (probabilitylowdensity > 0.013) and (neighborcount_lowdensityforest > neighbor-
count_highdensityforest) and (aspect >= 67.5 and aspect <= 292.5) [ 
        fire-birth 
        set fireexpa fireexpa + 1 
        print "fire due to outcome 2" 
        set oc1-1 oc1-1 + 1] 
        set oc1-1 oc1-1 + 1]]] 
  print "Transition rules done" 
  print word "Resulting new fire cells in this tick:" fireexpa 
  print "Outcomes:" 
  print word "Total new cells due to Outcome 1: " oc1-1 
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  print word "Total new cells due to Outcome 2: " oc1-2 
  print word "Total new cells due to Outcome 3: " oc1-3 
  print word "Total new cells due to Outcome 4: " oc1-4 
 
  estimate_initial-% 
  print "Simulation finished." 
  tick 
end 

 

 

 

 


