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Quad-Edges and Euler Operators for Automatic Building
Extrusion Using LIDAR Data 

Christopher Gold and Rebecca Tse 

GIS Research Centre, School of Computing, University of Glamorgan,  
Ponrypridd CF37 1DL Wales, UK. cmgold@glam.ac.uk, rtse@glam.ac.uk 

Our long-term research objective is to integrate man-made objects with the landscape, so that 
topological properties, such as connectedness, may be used in applications such as flood model-
ling. Building information should be extracted directly from LIDAR data.  

Several steps are required. Building data points should be separated from the terrain data points 
by identifying building boundaries, either from cadastral information or by various edge-
detection techniques. Bare earth topography is obtained, either from existing information or by 
filtering the LIDAR data. Data points inside the building boundaries are then processed to give 
an average building height, and to estimate the roof shape. The buildings are then constructed 
by treating the terrain TIN model as a CAD type b-rep surface, and performing local modifica-
tion of the Quad-Edge data structure by using Euler operators. These operators permit various 
extrusion operations, as well as the manual insertion of bridges and tunnels. 

Two approaches have been taken to the separation of building data from terrain data. Unlike the 
traditional approach, where walls are represented by non-vertical triangles, our first approach is 
to insert cadastral boundaries into our TIN by adding sufficient extra points to ensure that the 
boundaries follow triangle edges. Euler operators are then used to generate a second boundary 
(the tops of the walls) which is then extruded upwards. A more experimental method uses a 
coarser network of Voronoi cells that sample the underlying LiDAR data. These cells are then 
perturbed until each one is entirely part of the (higher) building or (lower) terrain. Building 
blocks are then extracted. 

Data points interior to the building may be used to estimate the height of a supposedly flat-
roofed building, or they may be used to extract the form of the roof. This is attempted by calcu-

cosines. For simple roof shapes this will give the primary roof orientation, and the pattern of 
normals indicates the roof form. This information may then be integrated into the surface 
model. 

Introduction 

LIDAR (Light Detection and Ranging) data is widely used to construct 3D terrain models to 
provide realistic impressions of the urban environment and models of the buildings. The latest 
airborne laser scanning technology allows the capture of very dense 3D point clouds from the 
terrain and surface features. The most common method is to remove all the buildings, trees and 
terrain objects and generate a bare-earth model. Then building boundaries are extracted from the 
LIDAR data points. The buildings are reconstructed using CAD software and pasted on top of 
the bare-earth model. Our approach integrates the buildings with the topography. 

We first describe using Ordnance Survey Landline data for building reconstruction. This in-
volves inserting boundary points into the TIN model and then using Euler operators (based on 
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the Quad-edge data structure) to extrude the building from the TIN. We then suggest an alterna-
tive way, the Voronoi diagram, to extract building outlines from the raw LIDAR data. An addi-
tional Euler operator may then be added to permit the insertion of bridges and holes within our 
structures. Finally, we suggest methods for roof reconstruction within individual buildings. 

Building Reconstruction by Using LiDAR Data 

Airborne laser scanning allows the capture of very dense point clouds, permitting 3D building 
reconstruction. This is an active research topic in GIS. However different steps are involved 
before actually using the laser scanning data. A filtering algorithm is used to generate a bare-
earth model which removes all the buildings, trees and terrain objects. Morphologic filtering is 
one of the algorithms which are commonly used to solve this problem, for example slope based 
filtering (Vosselman, 2000) and modified slope based filtering (Roggero, 2002). 

Constructive Solid Geometry (CSG) and VRML are the two common methods for modelling 
and rendering the buildings on the terrain surface respectively. Suveg and Vosselman (2004) 
used CSG to generate a complex building with the Boolean operations of union, intersection and 
differences. Rottensteiner and Briese (2003) used VRML to display the generated buildings. 
However the topological relationships are not kept during the construction. All of the rendered 
buildings are superimposed on the terrain surface without actually being connected to it. If the 
topological connectivity is preserved, more kinds of spatial analyses can be performed. 

Adding Buildings to a TIN Using Boundary Data 

Several steps are used to create a 3D terrain model. They are: 

1. Create a TIN model with the filtered LiDAR data. Filter the laser scanning data by one of the 
methods mentioned above. 

2. Add boundary data to the terrain surface. 
3. Calculate the average heights of the buildings from the LiDAR data. 
4. Extrude the building by using CAD-type Euler Operators while keeping the topological con-

nectivity. 

Line Tracing Algorithm 

In order to model buildings, we need to estimate the ground surface at the foot of the walls de-
scribed by the OS Mastermap data. We also need to have triangle edges that follow these lines.  

The line tracing algorithm is: 

1. Insert two points on the terrain surface. 
2. Check if any triangle edge connects these two points. 

i. Stop if this is true. 
ii. Insert a point half way between these two points if no edge connects them. 

3. For each half of the line repeats step 2 recursively until points A and B are connected by tri-
angle edges. 

We add the points on the terrain surface and estimate the height of the points by using the sur-
face interpolation method of (Dakowicz and Gold, 2002).  



Building Extrusion Using Euler Operators 

We start by creating a 2.5D TIN model and Euler Operators are used to extend the TIN (Tse and 
Gold, 2002). Building boundaries are added on the terrain surface. Then the boundaries are ex-
truded from the ground surface to the height of the building using Euler Operators.  

The Basic Quad-Edge Data Structure 

We used the Quad-Edge data structure (Guibas and Stolfi, 1985) as the basis of our model. 
More particularly, the Quad-Edge structure was used to implement a set of Euler Operators that 
were sufficient for the maintenance of surface triangulations. According to Weiler (1988), if a 
topological representation contains enough information to recreate nine adjacency relationships 
without error or ambiguity, it can be considered a sufficient adjacency topology representation. 
These Euler Operators form the basis of the standard (two-dimensional) incremental triangula-
tion algorithm. In addition, Euler Operators can serve to generate holes within our surfaces, thus 
permitting the modelling of bridges, overpasses etc. that are so conspicuously lacking in the tra-
ditional GIS TIN model. The individual Quad-Edge and Euler Operators take only a few lines 
of code each. "Make-Edge" and "Splices" are the two basic operations on the Quad-Edge struc-
ture, which may be formed from four connected "Quad" objects (Fig. 1). Every Quad has three 
pointers:

N - link to next Quad ("Next") anticlockwise around a face or a vertex 
R - link to next 1/4 Edge ("Rot") anticlockwise around the four Quads 
V - link to vertex (or face) 

Figure 1. a) MakeEdge operator  b) Splice operator. 

Implementation of Euler Operators Using the Quad-Edge Data Structure 

Five spanning Euler Operators (plus the Euler-Poincaré formula) suffice to specify the number 
of elements in any boundary representation model (Braid et al., 1978) In TINs there are no 
loops (holes in individual faces), so these conditions will not be considered further. Thus four 
spanning Euler Operators suffice for TINs with tunnels or bridges. "Make Edge Vertex Vertex 
Face Shell" (MEVVFS) creates an initial shell (thi



inverse "Kill Edge Vertex Vertex Face Shell" (KEVVFS) removes it. "Make Edge Face" (MEF) 
and its inverse "Kill Edge Face" (KEF) creates and kills an edge and a face. "Split Edge Make 
Vertex" (SEMV) splits an edge and creates a vertex, and its inverse is "Join Edge Kill Vertex" 
(JEKV) - see Fig. 2. 

Figure 2. a) MEF   b) SEMV   c) Swap. 

Implementation of the TIN Model Using Euler Operators 

In the TIN model we have three main functions, which are: 

1. Create a "First Triangle" big enough to contain all the data points and its inverse kill the first 
triangle

2. Insert, or its inverse, delete a point 
3. Swap an edge 

In creating the First Triangle, three points are needed as input. Three different Euler Operators 
are used: MEVVFS, MEF and SEMV. 3 points (pt1, pt2, and pt3) are input to create the First 
Triangle and 3 edges (e1, e2, and e3) are the output. MEVVFS creates the first edge e1. MEF 
creates a new edge e3. SEMV splits edge e3. To kill the First Triangle, JEKV joins edge e2 and 
e3. KEF kills edge e3 and a face. KEVVFS kills the last edge e1, giving an empty space (see 
Fig. 2). 

Fig. 2 also shows inserting and its inverse, deleting, a new point - which makes three edges and 
two faces. MEF creates an edge N4. SEMV splits an edge N4. In the last step MEF creates a 
new edge N6. We use KEV and JEKV to delete a point. To delete a point, we use MEF to kill 
an edge and face. Then we use JEKV to join two edges and kill a vertex. We use KEF to kill 
edge N4 and its associated face. 

Swap is a procedure for swapping two edges inside the TIN model. For the Delaunay Triangula-
tion, we use the "in-circle" test to test the triangle, and use the swap operator to change edges. 



The Delaunay Triangulation is based on the empty circumcircle criterion. Fig. 2c shows the 
steps for Swap using Euler Operators. We need to input an edge e to be changed. KEF kills the 
edge and MEF creates the edge. It swaps the edge between two triangles. 

Building Extrusion Using Euler Operators 

We used one more Euler Operator to simplify the extrusion procedure. "Make Zero-Length 
Edge Vertex" (MZEV) and its inverse "Kill Zero-Length Edge Vertex" (KZEV) are used to cre-
ate and kill a zero length edge and a vertex. 

We selected a rectangle with two triangles and a common edge to extrude a building. MEF cre-
ates a face and edge N1, which runs from point pt1 to pt4 in Fig. 4. Three face loops are inside 
the selected rectangle. 

MZEV can be replaced by using MEF, SEMV and KEF. MZEV can simplify the procedures. 
MZEV is used to split point pt1 in two pieces. Point pt5 is created and edge N5 is created. Point 
pt5 is vertically on the top of point pt1. They have the same x and y coordinates, but different 
height values. The height of point pt5 is equal to the building height. 

Three more MZEV operators are used (more if the building has more than four corners) until the 
e split. MZEV split pt2, pt3, and pt4 by adding pt6, pt7 and pt8 

respectively in Fig. 4. Fig. 5 shows the result for the University of Glamorgan campus. 



Figure 5. a) Building boundaries  b) Extruded buildings. 

Voronoi City Modelling 

Though many researchers are interested in automatic filtering and building extraction algo-
rithms when boundaries are not available, there is still room for improvement. With the use of 
the Delaunay Triangulation and its dual, the Voronoi Diagram, we suggest an alternative way to 
solve the problem. Several steps are used to r

1. Sample the raw LIDAR data to give a lower density of data points.  
2.
3. Assign the z-value of the sampled Voronoi centres to the average of the original data points 

falling within the cell. 
4. Pick a sampled Voronoi cell.  
5.
6. , and see whether it increases the height differ-

ences compared with its neighbours. If so, keep it at its new location. 
7. Repeat steps 4 to 6 until every cell is processed.  
8. Display the sampled Voronoi cells in a 3D view.  
9. Iterate the whole process from steps 1 to 7 until it shows the best building shapes in the 3D 

view.
10. Extrude all the Voronoi cells using Euler Operators.  
11.
12. Show all the building blocks on the terrain.  

Fig. 6 shows the initial Voronoi cells and Fig. 7 shows the result where the building outlines 
have more or less formed after a few iterations. 



Bridges and Tunnels 

We may then perform further spatial analysis on our city model because the topological connec-
tivity is preserved. Interactive editing is allowed as in Tse and Gold (2002). 

We created a TIN model and extruded buildings using Euler operators. We can then use an ad-
ditional Euler operator MEHKF (Make Edge Hole Kill Face) to extend the TIN model with 
bridges and tunnels (Fig. 8). This method keeps the topological connectivity. The details can be 
found in Tse and Gold (2002). Fig. 9 shows some simple examples. 



Figure 8.  a) Initial condition  b) Bridge or hole started using MEHKF  c) Extra faces added. 

Figure 9. Simple structures created by extrusion and bridge/hole operations. 



Conclusions and Future Work 

We have explored the possibility of reconstructing buildings and terrain using LIDAR data. 
This is simplified by using the Quad-edge structure and Euler operators for TIN construction 
and building extrusion given building boundary data. 

The Voronoi City Modelling approach may produce good results where boundary data is absent, 
but it is still being refined. When we have the extruded buildings on the terrain, we are attempt-
ing to reconstruct the roof from the interior LIDAR points. Using concepts from structural geol-

of their direction cosines. For simple roof shapes the smallest eigenvector will give the primary 
roof orientation, and the pattern of normals indicates the roof form. This information may then 
be integrated into the surface model. 
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Algorithms for cartograms and other specialized maps

speckman@win.tue.nl

Abstract

Automated cartography generates a large number of challenging algorithmic problems which
fall squarely into the area of computational geometry. In this note we review several algo-
rithms for specialized map construction that were generated by the computational geometry
community. We will focus in particular on the construction of (rectangular) cartograms, but
also discuss algorithms for proportional symbol maps.

1 Introduction

2 Cartograms



Quality criteria.
cartographic error Ac As /As

Ac As

2.1 A combinatorial approach to contiguous cartograms

2.2 Rectangular cartograms

floor plans
rectangular dual
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Algorithmic Outline.

1. Preprocessing:

2. Directed edge labels:

directed edge labeling

Observation 1 A face graph F with a directed edge labeling can be represented by a rectangular
dual if and only if

1. every internal region has at least one North, one South, one East, and one West neighbor,
and

2. when traversing the neighbors of a node in clockwise order starting at the western most
North neighbor we first encounter all North neighbors, then all East neighbors, then all
South neighbors and finally all West neighbors.

regular edge labeling F
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3. Rectangular layout:

sea rectangles

rectangular layout

4. Area assignment:
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2.3 Rectilinear cartograms
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Theorem 1 Every vertex-weighted plane triangulated graph admits a rectilinear cartogram of
constant complexity, that is, a cartogram where the number of vertices of each region is constant.

3 Proportional Symbol Maps
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Most current topographic products are limited to representing the real world in only two dimen-
sions. As the real world exists of three dimensional objects, which are becoming more and more 
complex due to increasing multiple land use, accurate topographic models have to cope with the 
third dimension. The overall goal of this research is to extend current topographic modeling into 
the third dimension. Applications of 3D modeling are not limited to the terrain surface and ob-
jects built directly on top or beneath it, as geological features and air traffic or telecommunica-
tion corridors can be modeled too.  

Most initiatives on developing 3D GIS focus on supporting visualization, often in Virtual Real-
ity-like environments. One of the objectives of this 3D modeling research is to enable 3D analy-
sis as well, as this traditional GIS-strength lacks until now in most 3D GIS approaches. Another 
important assumption within this research follows from the required wide variety of applica-
tions of topographic data. As topography is ranked high in the spatial data infrastructure hierar-
chy, one cannot optimize the data model for one specific purpose. One has to be able to serve 
the complete range of user applications, regardless whether these applications require for in-
stance optimal visualization capabilities or optimal analytical capabilities. 

The development of a 3D topographic data model is both demand and supply driven. 3D model-
ing is not only required for accurate modeling of increasingly complex real world objects, as is 
the case in multiple land use areas as illustrated in Figure 1.  

Figure 1. Multiple land use: offices at Utrechtse baan Den Haag (left) and plans for Amsterdam 
WTC (right). 



Other important aspects in the increasing need for 3D modeling are the rising awareness of the 
importance of sustainable urban environments (requiring 3D planning and 3D analysis) and the 
need for better data for emergency services and disaster response. Disaster management (both 
natural and non-natural disasters) gained a lot of attention since 9/11, the Christmas 2004 tsu-
nami in Asia and the flooding after hurricane Kathrina in New Orleans. 

On the demand side the availability of the AHN (Actueel Hoogtebestand Nederland), a high 
density height point data set obtained with airborne laser altimetry, is an important factor in the 
development of 3D models. Figure 2 shows a part of the AHN in Zuid-Limburg. As the AHN 
contains on average one height point for every 16m2 the spatial resolution is high enough to en-
able extraction of for instance building heights. Building extraction can even be automated 
when laser scan data of higher resolution is available. Due to current developments in laser 
scanning technology laser scanners can measure up to 50 times more points per second com-
pared to the mid-nineties, when the AHN resolution was chosen (Vosselman, 2005). Also ter-
restrial laser scanning offers the possibility to model objects in 3D with more detail, even indoor 
topography can be introduced. 

Figure 2. AHN offers high resolution height data. 

Selection of 3D primitive 

In 3D modeling one needs a 3D primitive (a volume) beside points, lines and faces to represent 
3D objects accurately. Earlier research proposed amongst others using simplexes (point, line, 
triangle, tetrahedron) (Carlson 1987), points, lines, surfaces and bodies (3D Formal Data Struc-
ture (FDS)) (Molenaar 1990, Molenaar 1992), combining Constructive Solid Geometry (CSG) 
and a B-rep. (de Cambray 1993) and integrating a 2.5D Triangulated Irregular Network (TIN) 
with 3D FDS (Pilouk 1996). In applications polyhedrons are often used as 3D primitive (Zla-
tanova 2000, Stoter 2004).  

In this research simplexes are the primitives of choice. A great advantage of using these sim-
plexes is the well-defined character of the mutual relationships: a kD simplex is bounded by k+1 
(k-1)D-simplexes (Pilouk 1996). This means that for instance a 2D simplex (a triangle) is 
bounded by three 1D simplexes (edges) and a 3D simplex (tetrahedron) is bounded by four 2D 
simplexes (triangles). The second important advantage of simplexes is the flatness of the faces, 
which enables one to describe a face using only three points. The third advantage is that every 
simplex, regardless its dimension, is convex, thus making convexity testing unnecessary. This 
quality simplifies point-in-polygon test significantly. The price for this comes with increased 
modeling complexity. Compared to for instance using polyhedrons as 3D primitive it will be 
clear that there exists a 1:1 relationship between a 3D feature (for instance a building) and its 



representation (the polyhedron), but that there will be a 1:n relationship between this 3D feature 
and its tetrahedrons. However, as long as one is able to hide this complexity from the average 
user, the advantages will overcome this drawback. To further illustrate the strength of using 
well-defined primitives, consider a real estate tax application that determines the tax assessment 
based on the volume of the building. In order to automate this process, a formula for determin-
ing volumes is required. Designing a formula ca
more complex due to the unlimited variation in shape. Contrarily, implementing a formula for 
the volume of a tetrahedron is straightforward, it only has to be applied several times as a build-
ing will be represented as a set of tetrahedrons. This repetition is however exactly what com-
puters are good for. As a result the TEN (Tetrahedronized Irregular Network) is selected as data 
structure.

Modeling concept 

The development of the current modeling concept is described in (Penninga, 2005). The model-
ing concept is based on two basic observations:   

The ISO 19101 Geographic information - Referen
d phenomena have by definition a volumetric 

shape. In modeling often a less-dimensional representation is used in order to simplify the 
real world. Fundamentally there are no such things as point, line or area features; there are 
only features with a point, line or area representation (at a certain level of abstrac-
tion/generalization).
The real world can be considered to be a volume partition. A volume partition can be defined 
(analogously to a planar partition) as a set of non-overlapping volumes that form a closed 

world and thus have to be modeled. 

As a result the real world features will be modeled as volumes (set of tetrahedrons) in a TEN 
structure. The option to represent certain feature types in less dimensional representations be-
longs in the digital cartographic model and not already in the digital landscape model. Based on 
this one might wonder whether less-dimensional representations are even allowed in the new 
modeling approach, for instance using a face instead of a volume. The answer is positive, but 
only in special cases. Looking at the real world one can see that the features that are represented 
by faces are actually marking a border between two volume objects. For instance an area labeled 

ite its actual thickness in reality. However it's 
important to realize that this face marks the 

central role. The faces marking the borders between volumes might still be labeled, for instance 

itself is represented by a volume, with neighboring volumes that represent air, earth or perhaps 
another adjacent building. One can say that area features, such as walls, are derivatives of vol-
ume features, as they cannot exist without the presence of these volume features. At this time it 
is not decided yet whether only first order derivatives (area features) are useful or that second 
(line features) and third order derivates (point features) should be supported too.  

The UML class diagram of the proposed method is shown in Figure 3. The concept of derived 
features is modeled by treating these classes as association classes. For instance an area feature 
is an association class between two (adjacent) volume features. Also visible in the UML class 
diagram is that features are stored as constraints in the TEN structure. On algorithm level these 
constraints are all on the edge level, as current triangulation / tetrahedronization algorithms are 



only capable of handling constraint edges. A third aspect that is shown in the diagram is that 
every tetrahedron should represent a volume feature, whereas for instance not every triangle 
represents an area feature. This full volume partition idea results in modeling 'air' and 'earth' in 
between of topographic features as well.

Figure 3. UML class diagram of the 3
Topography TEN model. 

D



At this point it might seem that also modeling 

Figure 4. Air traffic corridors near Schiphol Amsterdam Airport (left) and a 3D petroleum res-
ervoir (Ford and James, 2005) (right). 

Figure 5. Scan of highway interchange obtained by terrestrial laser scanning. 

3D Topography modeling: implementation  



to insert separately tetrahedronized topographic features into the model. Therefore an incre-
mental algorithm for updating the TEN model is required. 

Figure 6. The four initial tetrahedrons (two 'air' and two 'earth'). 

Amount of data 

If one considers the tetrahedronization of the building in Figure 7, it will be clear that storing 
the building in a TEN requires a lot of storage. In Table 1 the required number of tetrahedrons, 
triangles, edges and nodes is compared to the number of volumes, faces, edges and points in a 
polyhedron approach.  

Figure 7. Tetrahedronized building. 

Building as polyhedron Building as TEN 
(1 volume) 8 tetrahedrons 
7 faces 24 triangles 
(15 edges) 25 edges 
(10 points) 10 nodes 

Table 1. Comparison between polyhedron and TEN model of the building. 

In order to reach acceptable performance it has to be decided which relationships (as modeled in 
the class diagram in Figure 3) will be stored explicitly, as performance requirements do not tol-
erate full storage of all possible relationships. Several approaches exist in 2D to reduce storage 



requirements of TINs by either working with an edge- or a triangle based approach, in which 
not both triangles, edges and nodes are stored explicitly. However, in the 3D situation and in the 
case of constraints in the TEN this is very difficult.

Updating the topography model: requirements from a computational geometry
perspective

In the developed data model all data is stored in a spatial database. The most straight forward 
implementation consists of four tables with nodes, edges, triangles and tetrahedrons and a table 
with volume features. The set of representing simplexes  is stored in this last table for every fea-
ture, so for the building from Figure 7 references are present to the eight tetrahedrons. To ensure 
the correct representation of the building in the TEN model one needs to enforce the boundary 
faces of this building to be present. As triangulation algorithms can only handle constrained 
edges, so a set of constrained edges is required. This set of constrained edges forms a complete 
surface triangulation of the building.  

If one wants to remove this building, for instance because it is demolished, the record from the 
volume feature table can be deleted. At the same time the TEN needs to be updated. The con-
straints on the edges of the surface triangulation can be removed, but only if this building is the 
only feature that is bounded by this constrained edge. In the case of the demolished building 
constrained edges on the building's floor also bound the earth surface and therefore need to re-
main present in the TEN model. The tetrahedrons that were previously representing the building 
now need to be re-classified, in this case most likely just as 'air'. This reclassification is neces-
sary to maintain the volume partition. At this moment the building is entirely removed from the 
model, both on TEN and on feature level, but the deletion process is not finished. As a last step 
it is necessary to check whether the TEN can be simplified by creating larger tetrahedrons or 
can be optimized by creating better-shaped tetrahedrons. As an alternative one might delete di-
rectly all edges that were part of the building, except for (constrained) edges that also contribute 
to the shape of other features. The resulting hole in the TEN needs to be re-triangulated and the 
created tetrahedrons will be linked to the 'air' feature. 

If one wants to add a feature (for instance the same building) to the model its surface first needs 
to be triangulated. The resulting edges are the input for the tetrahedronization. This tetrahe-
dronization is performed separately from the TEN network. The complete set of edges is then 
inserted into the TEN model by an incremental tetrahedronization algorithm. As a last step the 
volume feature table needs to be updated. A new record is created which links the building to 
the representing tetrahedrons and the previous 'air' tetrahedrons on the specific location are re-
moved.  

Now that the update process is described the algorithm requirements can be extracted. For creat-
ing and maintaining the TEN an incremental algorithm is required. Due to the potential enor-
mous amount of data this incremental algorithm has to work in the database and should prefera-
bly impact the TEN structure as locally as possible. In the TEN all simplexes should be explic-
itly available, as the tetrahedrons represent volume features, the triangles contain most topologi-
cal relationships, the edges contain the constraints and the nodes contain the geometry. Attempts 
to work for instance with implicit edges as is done with TINs would seriously complicate some 
of the required analysis or editing operations. Being able to store a TEN as compact as possible 
is might be nice, but in this 3D topography research interest is not only in maintaining a TEN 
but also in altering and querying the structure, which requires more functionality. Another re-
quirement is the need for numerical stability through detection and repair of ill-shaped triangles 



and tetrahedrons. Shewchuk has performed a lot of research (Shewchuk 1997, Shewchuk 2004) 
in the field of Delaunay mesh refinement in both two and three dimensions.  

The volume approach in 3D topographic data modeling offers several advantages, amongst 
other good analytical and computational capabilities. However the TEN approach will lead to 
very large data sets. In order to overcome this drawback fast and reliable algorithms are re-
quired. The constrained tetrahedronized irregular network needs to be updated by an incre-
mental algorithm that will also guarantee well-shaped triangles and tetrahedrons to avoid nu-
merical instability. Despite the conceptual advantages of the 3D TEN approach the success of 
this approach completely depends on the degree in which the algorithms are capable of query-
ing, analyzing and altering with acceptable performance. 
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Numerical environmental models simulating landscape changes through time with equations 
representing physical, chemical, or biological landscape processes (Karssenberg & De Jong, 
2005; Wainwright & Mulligan, 2004) are important tools for environmental research, planning, 
and management. Although numerical environmental models have much in common with the 
group of software tools known as Geographical Information Systems (GIS, Burrough & 

least two large differences. The first difference is in the number of dimensions represented. 
Most GIS systems restrict their data models to two spatial dimensions, whereas numerical 
environmental models need to deal with at least five data dimensions: three spatial dimensions, 
the time dimension, and a dimension to represent uncertainty in a Monte Carlo framework. The 
second difference between GIS and environmental models is the type of functions on the data 
required. While GIS is strong in functions for static analysis, management and presentation of 
vector and raster data, numerical environmental models need to incorporate functions 
representing spatio-temporal processes occurring in a landscape such as numerical solution 
schemes of differential equations. These functions need to deal with additional dimensions such 
as the time dimension. 

As a result of these two differences, run times of numerical environmental models are often 
much larger than these of GIS applications, since numerical environmental models include 
relatively complicated functions on data volumes which are often even larger than in most GIS 
applications. So, minimizing run times is a very relevant issue when coding environmental 
models. This requires specialist knowledge in the disciplines of informatics, computational 
geometry, and numerical mathematics. Since model builders, which are environmental scientists 
with knowledge of landscape processes, often do not have this knowledge, model construction 
is preferably done with high level environmental modeling languages (Karssenberg, 2002). 
These are languages providing building blocks for model construction with built-in optimization 
schemes developed by specialists in the abovementioned disciplines. The environmental 
scientists construct their models by combining these building blocks instead of programming 
everything from scratch. An example of such a language is the PCRaster language (PCRaster, 
2006) and the recently developed PCRaster Python library (Karssenberg & De Jong, subm.). 
Concepts and examples presented in this paper are taken from these languages although many 
other environmental modeling languages exist with similar concepts (c.f., Karssenberg, 2002). 

This paper starts with a description of the multiple dimensions involved in numerical environ-
mental modeling and functions required operating on data in these dimensions. The second part 
of the paper discusses future challenges for designing better stochastic environmental modeling 
languages that minimize runtimes involved in calculating parameters describing the sampling 
distributions of output variables generated by Monte Carlo simulation.  



1.2.1. Process representation, discretisation of  temporal and spatial dimensions 

To mimic changes in a landscape through time, numerical environmental models use the rules 
of cause and effect, with a discretisation of time in time steps. The state of the model variables, 
which are attributes in one, two, or three dimensional space, at time t+1 is defined by their state 
at t and a function f. Similar descriptions can be found in (Beck, Jakeman, & McAleer, 1993; 
Karssenberg & De Jong, 2005; Wainwright & Mulligan, 2004): 

             Z1..m(t+1) = f(Z1..m(t), I1..n(t), t, P1..l)         (1) 

The model variable(s) Z1..m belong to coupled processes, and therefore have feedback in time, 
for instance stream water level. The model variable(s) I1..n are simple inputs to the model, for 
instance incident rainfall in a runoff model. The function f with associated parameters P1..l

models the change in the state of all model variables over the time step t to t+1 and it can be 
either an update rule, explicitly specifying the change of the state variable over the time slice (t,
t+1), for instance a rule based function such as cellular automata (e.g., Toffoli, 1989), or 
alternatively a derivative of a differential equation describing the change of the state variables as 
a continuous function (c.f. Wainwright & Mulligan, 2004). It may also include probabilistic 
rules when model behaviour is better described as a stochastic process. The function f is 
evaluated for each time step, which can be written in pseudo code as: 

        (2)

To represent spatial variation, the model variables are attributes in two or three dimensional 
space, referred to as map variables or block variables, respectively (Figure 1). For representing 
continuous fields, most packages for environmental modeling discretise the lateral dimensions 
in regular grid cells. PCRaster discretises the third dimension with an irregular discretisation 
(ragged array) using voxels with variable thickness (Figure 1, Karssenberg & De Jong, 2005). 

Figure 1. Representation of spatial dimensions, time, and Monte Carlo samples in environ-
mental modeling. Left, map and block; centre, list of map or block variables; right, matrix with 
values for each time step and each Monte Carlo sample, stored for each map or block variable, 
for each cell or voxel. 



To represent the change in state of a model over each time step, environmental modeling 
languages come with a library of preprogrammed functions on map and block variables. These 
functions may represent spatial interaction such as required in cellular automata models, lateral 
flow over a digital terrain model or simple processes without spatial interaction (c.f. 
Karssenberg & De Jong, 2005). The preprogrammed functions are the building blocks of the 
model: the model builder represents f in equation (1) by combining the functions in an iterative 
script. To illustrate this, consider the construction of a rainfall-runoff model that simulates 
surface runoff of water as a result of incident rainfall. The spatial variation in rainfall, runoff, 
infiltration, and other state variables is represented by using map variables. The processes 
involved generating surface runoff are programmed by combining functions on maps, in order 
to represent f in equation 1. By running these functions for each time step, a simulation can be 
made of the temporal change in rainfall, runoff, and related processes. 

1.2.2. Stochastic modeling with Monte Carlo simulation 

In many cases, environmental models include probabilistic rules or have inputs or parameters 
that are given as spatial probability distributions as is the case in error propagation modeling 
(c.f. Crosetto & Tarantola, 2001; Heuvelink, 1998). The aim of stochastic modelling is to derive 
the probability distributions (or parameters describing these) of the stochastic model variables
Z1..n(t) from the stochastic inputs, parameters, or probabilistic rules, and to store the probability 
distributions of these model variables which are of interest, i.e. the model output variables. For 
complex environmental models, this can only be approximated with Monte Carlo simulation 
modelling (Heuvelink, 1998). Monte Carlo simulation involves two steps: Step (1). For each 
Monte Carlo sample: run f(·) (eq. 1) for all time steps with realizations of stochastic parameters 
or inputs, and store the realizations of the model output variables Z1..n in which the interest lies. 
Step (2). Compute descriptive statistics (e.g., mean, variance, quantiles) from the model out-
comes of each sample, for each model output variable and each time step t, or for a selection of 
model variables and time steps. In pseudo code, Monte Carlo simulation for environmental 
models can be written as (see also Figure 2): 

        (3)

This nested iteration will provide each variable and each cell or voxel with a value for each time 
step and Monte Carlo sample, which means that the array on the right side of Figure 1 is filled. 
In Monte Carlo simulation, the calculation of descriptive statistics typically involves an 
aggregation over the samples of the Monte Carlo dimension: for each cell or voxel, a statistical 
value such as the mean or a quantile is calculated from the values of the Monte Carlo samples 
for that cell or voxel (Figure 3C). The example presented in the previous section will make this 
clear. Consider the rainfall-runoff model predicting the change in surface runoff through time, 
for each grid cell. It is run in Monte Carlo mode now to represent uncertainty in incident 
rainfall. Each Monte Carlo sample represents a realization of the model with a possible spatial 
distribution of runoff. To calculate the uncertainty in the surface runoff for each time step and 
each cell, the model variable surface runoff is aggregated over the Monte Carlo dimension, by 
calculating for instance the variance of the surface runoff values over the Monte Carlo 
dimension. This is done for each cell and each time step. 



Figure 2. Concepts for temporal, two or three dimensional, and stochastic modeling. 

In addition to the calculation of descriptive statistics over the Monte Carlo dimension, descript-
ive statistics can be calculated over time and/or over space. Consider for instance the calculation 
of peak runoff in the example rainfall-runoff model. This involves an aggregation over time 
(Figure 2B) where the maximum runoff is calculated over the time steps, for each cell and each 
Monte Carlo loop. Calculating average runoff values for different land use types is an example 
of aggregation over space (Figure 2A), where average values need to be calculated over a 
certain set of cells, for each time step and each Monte Carlo loop. Finally, aggregation needs to 
be done in certain cases over more than one dimension. Consider for instance the calculation of 
the median peak runoff, which involves an aggregation over time, calculating the peak runoff 
for each Monte Carlo sample, and an aggregation over the Monte Carlo dimension, calculating 
the median of the peak runoff values over the Monte Carlo loops. 

The development of environmental modeling languages with built-in functionality for Monte 
Carlo simulation is still in its infancy. Recently, the PCRaster team developed the PCRaster 
Python library (Karssenberg & De Jong, subm.) which can be considered as one of the first 
languages that can do Monte Carlo simulation with dynamic spatial environmental models. 



Figure 3. Functions calculating descriptive statistics, aggregating over A) space, B) time, C) the 
stochastic dimension, i.e., Monte Carlo samples. 

1.3.1. Examples of solution schemes reducing I/O 

As noted in the introduction, the run times of environmental models can be large due to the 
relatively large number of calculations involved in evaluating f (equation 1), the large data sets 
used, and the large number of evaluations of f required, which is equal to the number of time 
steps times the number of Monte Carlo loops. Although decreasing run times of f is still a major 
challenge when designing new environmental modeling languages, we will focus our discussion 
here on the run times associated with the calculation of descriptive statistics. Unlike run times of 
f being mainly dependent on the speed of the processor, run times associated with calculating 
descriptive statistics are largely dependent on memory, since limited memory or inefficient use 
of memory may require I/O which will increase the run times significantly. An example will 
make this clear. A prototype implementation of the environmental modeling language known as 
the PCRaster Python Library (Karssenberg & De Jong, subm.) uses the following order of 
calculation for calculating descriptive statistics over the Monte Carlo dimension of a map 
variable.

(4)



This approach writes the map variable for which statistics need to be calculated to hard disk 
(line 3 in the scheme above), storing the map variable as a separate file for each time step and 
each Monte Carlo sample. In line 5-10, these files are opened to calculate descriptive statistics 
of the variables: the scheme aggregates for each time step over the samples, one cell at a time. 
Since the calculation is done cell-by-cell, a file needs to be opened, read from, and closed for 
each cell, Monte Carlo sample and time step. This means that a file is opened a number of 107

up to 1015 times, which is calculated as t·s·c, with t, number of time steps (typically 101-104), s,
number of samples (102-103), c, number of cells or voxels per variable (104-108). The advantage 
of this approach is that the number of cells, time steps and Monte Carlo samples is not limited 
by the memory available, since the amount of memory required equals s·m, which is in the order 
of magnitude of 102

cell/voxel value (m) of 4 byte. The main disadvantage of this approach is the long run times 
since much time is spent on I/O. 

A significant decrease of run times is reached when all data required for calculating statistics are 
kept in memory. Since an extensive evaluation of all possible approaches is beyond the aim of 
this paper, I provide two obvious approaches here as an invitation to the discussion below. The 
first one nests the time step loop inside the loop over the Monte Carlo samples: 

(5)

This approach aggregating for each time step over the samples, one map at a time, requires a 
memory of t·s·c·m 12

given above. In practice, most desk top computers will not have sufficient memory for this 
approach, although it will work when the data in one or more dimensions is small. An alterna-
tive approach would be to do the loop over the Monte Carlo samples nested inside the loop over 
the time steps: 

(6)

This approach requires much less memory, equal to s·c·m

1.3.2. Factors involved in choosing optimal solution schemes 

The examples in the previous section show that the straightforward solution scheme (4) 
currently applied in the PCRaster Python Library is not in all cases the best scheme considering 
calculation time. In many cases, other schemes can be applied that do not involve I/O speeding 
up the calculation. It is a major challenge for future research to develop better environmental 



modeling languages that select the best approach for calculating descriptive statistics given the 
model script developed by the model builder, the size of the input data, and the properties of the 
computer used. As a first step towards such 
discuss below the main factors which are important in selecting the best approach for 
calculating descriptive statistics, whereby 

Type of descriptive statistics required. -6) it was assumed that the 
calculation of a value describing the distribution of a variable requires that all data reside in 
memory. Although this is required for calculating the exact value of quantiles, this is not needed 
for the calculation of statistics such as mean or variance since these can be calculated on-line 

the statistical value is repetitively updated using 
single data values which are sequentially read and released from memory. When descriptive 
statistics need to be calculated that allow fo
adjusted:

The size of the memory required in this scheme is c·m, typically 10 KB - 100 MB, which is 
orders of magnitude smaller than the memory 
shows that the type of descriptive statistics that needs to be calculated is an important factor in 

methods for calculation of statistics will be  
preferable. When exact calculation of a certain statistic is not possible with an on-line method, it 
should be considered to include on-line methods that return approximations 
Pearl, 1981) in environmental modeling languages.  

Size of the data in each of the dimensions. The memory required for each of the solution 
schemes depends on the number of time steps and Monte Carlo samples, the number of cells or 

descriptive statistics need to be calculated. 
ith a small number of data, while the same 

schemes may become impossible with large data sets due to memory overflow. Note that in 
many cases descriptive statistics are not required for all coordinates in all dimensions. For 
instance, calculating surface runoff at the outflow point of a catchment requires the calculation 
of descriptive statistics at a single cell, the ce
cells can be ignored in the solution scheme which will decrease the amount of memory required. 

Dimensions over which aggregation is required.
descriptive statistics is in most cases required over the Monte Carlo dimension on a cell-by-cell 
basis, resulting in descriptive statistics for each
so far. Sometimes, it may be required to calculate statistics over the spatial or temporal dimen-
sion, too. Aggregation over the spatial dimension require relatively little memory in the order of 
magnitude of c·m since it can be done directly after evaluating the function f: 

        



Calculation of descriptive statistics over the time dimension can be done following (8) when 
calculation can be done on-line, for instance calculating the maximum value of runoff over the 
time steps, for each cell. When descriptive statistics over the time dimension need to be 
calculated that require to have all data in memory (e.g., quantiles), the map variable needs to be 
kept in memory over all time steps, requiring t·c·m of memory: 

        (9)

Occurrence of multiple variables for which aggregation is required. In many cases, aggregation 
needs to be done for a number of different variables. Apart from increasing the total memory 
needed, this may complicate the solution schemes since conflicting solution schemes may be 
required for different variables. For instance, aggregation of a variable over the time dimension 
may require solution scheme (8), while aggregation over the Monte Carlo samples may require 
scheme (7). In this case, a solution scheme needs to be chosen by comparing efficiency of 
different possible schemes. 

Occurrence of corresponding values. In some cases, a map or block variable may contain cells 
with exactly similar starting values and process equations, resulting in similar cell values over 
one, or multiple, dimensions. For instance, the amount of infiltration may be similar in all cells 
in a certain soil class, and as a result all cells in that class will have similar cell values. In this 
case, the calculation of descriptive statistics can be restricted to a single calculation for each soil 
class, instead of calculating statistics for each individual cell in the class. This principle can be 
used to decrease the amount of memory required in calculating descriptive statistics. 

Memory requirements. In cases when the solution scheme requiring the smallest amount of 
memory results in a required memory that is larger than the available memory, a scheme needs 
to be applied that does I/O. Solution schemes need to be developed that result in shortest run 
times in this situation. 

Memory required for the process model. In addition to the memory required for calculating 
descriptive statistics, the evaluation of the function f for each time step may need a large amount 
of memory, both for the evaluation of f itself and for storing variables at the end of each time 
step that are required as input to f for the next time step. So, by comparing different solution 
schemes, the amount of memory involved in the evaluation of f for each possible scheme needs 
to be considered, too. For instance, solution scheme (6) may be very efficient in terms of 
memory use related to calculating descriptive statistics, but it may not be as efficient as solution 
scheme (5) when memory is considered required for evaluating f. The point is that in scheme (5) 
all variables that need to be stored at the end of a time step as input to the next time step require 
to reside in memory for all Monte Carlo samples. This requires a memory in the order of 
magnitude of s·c·m·v, with v, the number of variables that need to be stored. 

We showed that existing environmental modeling languages provide all functionality required 
for constructing models that simulate changes through time in two and three spatial dimensions. 
In addition, the PCRaster Python Library includes a framework for Monte Carlo simulation with 
these models, whereby functions can be used to calculate descriptive statistics of stochastic 
variables. Although this framework makes it much easier to do Monte Carlo simulation for 
environmental scientists compared to the situation whereby everything needs to be programmed 



from scratch, the framework does not solve the problem of long runtimes associated with Monte 
Carlo simulation. It is a major challenge for the GIS research community to develop better 
environmental modeling languages that optimize, in terms of run times, the solution of 
stochastic models developed with these languages. The list of factors that need to be taken into 
account when choosing optimal solution schemes provided here should be considered as a first 
step towards such faster environmental modeling languages. 
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