
Automation in Construction 141 (2022) 104461

Available online 3 July 2022
0926-5805/© 2022 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

Detection and reconstruction of static vehicle-related ground occlusions in 
point clouds from mobile laser scanning 

Zhenyu Liu a,*, Peter van Oosterom a, Jesús Balado a,b, Arjen Swart c, Bart Beers c 

a Delft University of Technology, Faculty of Architecture and the Built Environment, GIS Technology Section, 2628 BL Delft, the Netherlands 
b Universidade de Vigo, CINTECX, GeoTECH, 36310 Vigo, Spain 
c CycloMedia Technology B.V., Waardenburg, the Netherlands   

A R T I C L E  I N F O   

Keywords: 
Mobile laser scanning 
Point cloud 
Vehicle-related occlusion 
Ground occlusion 
Occlusion detection 
Occlusion reconstruction 

A B S T R A C T   

Vehicle-related ground occlusion is a common problem in MLS data. This study aims to design a detection and 
reconstruction method of static vehicle-related ground occlusion for MLS data. Ground extraction and vehicle 
segmentation are performed on the input point cloud data in advance. Then an α-shape boundary based on the 
prior vehicle geometry is designed to split non-ground empty area and ground occlusions. The occlusion is 
detected and matched with its corresponding vehicle using the relative position between them. This relative 
position relation and the height difference are used to detect the curb direction as the local road direction. 
Finally, the occlusions are reconstructed using two different methods: (1) a cell-based linear interpolation and (2) 
a point-based mathematical morphology. The methodology is tested by original scanned data and multi-temporal 
evaluation data captured from a residential area in Delft, the Netherlands with vehicle-mounted LiDAR sensors. 
The result shows that all occlusions cause by vehicles are successfully detected and the curb (road) direction is 
correctly extracted in most of the occluded areas. Both reconstructed results can visually integrate the original 
scanned data and recover the curb structure. The reconstruction errors of the linear interpolation method are 
0.045 m in the z-axis direction and 0.051 m in total and the reconstruction errors of mathematical morphology 
are 0.048 m in the z-axis direction and 0.052 m in total.   

1. Introduction 

Mobile Laser Scanning (MLS) is an efficient and accurate approach of 
spatial data acquisition, also have some unignorable limitations, and one 
of its most common problems is occlusion [1]. The occlusion means that 
the capture of spatial data is incomplete. The existence of occlusion may 
render the point clouds data unusable because it can result in negative 
impacts on the entire subsequent point clouds data processing workflow, 
including classification, segmentation, and registration. The occlusion 
makes the dimensions, volume, and topology of the object in the point 
clouds data deviate from the real situation. In generic point clouds use, 
accurate geometric and topological information is often an important 
prerequisite to ensure correct results. Hence additional labor and time 
costs are needed to detect and reconstruct occlusion before or during 
data processing [2,3]. 

The distribution characteristics of occlusions are strongly affected by 
the point clouds data acquisition methods. For Terrestrial Laser Scan
ning (TLS), many point clouds data on flat roof surfaces usually cannot 

be captured. For Airborne laser scanning (ALS), building facades often 
have a lot of data missing, especially when there is an overhanging 
structure on the roof. As for MLS, in addition to occlusions in the flat roof 
(Fig. 1. (a)) and rear part of the buildings (Fig. 1. (b)) [4], the vehicle- 
related occlusion is also one of the most common issues (Fig. 1. (c)). 
Due to this reason, many occlusion reconstruction methods designed for 
ALS and TLS directly applied to MLS data may be less effective. For 
example, TLS can collect data of the same environment in multiple lo
cations. The occlusion can be removed by merging these multi-position 
data [5]. But this method has some limitations when it is applied to MLS. 
Because of the data acquisition efficiency and cost, most MLS is based on 
the vehicle in practice. This means the movement trajectory of MLS has 
to be subject to the constraints of the road network, the traffic regula
tions, and the prevailing traffic conditions [2]. In addition, the occlusion 
in MLS data has some other characteristics. Due to moving sensor po
sition, the occlusion by narrow objects, such as light poles, and traffic 
signs, is not obvious, while bigger objects (e.g., vehicles) can cause some 
true occlusions, but there is usually a transition zone close to the 
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boundary of occlusion area (Fig. 1(c)). And the occlusion caused by 
other vehicles parked on the side of the road could affect the data 
integrity of driveways, road curbs, and sidewalks at the same time. 

Among all the occlusion problems in MLS data, the vehicle-related 
ground occlusion deserves special attention. The complete ground sur
face, including driveways, road curbs, and sidewalks, plays an important 
role in the implementation of navigation, positioning, and other appli
cations of point clouds. However, when collecting point cloud data, 
many objects located between the MLS sensor and the ground may cause 
ground occlusion, which can lead to many usages being unappropriate. 
The vehicle is usually the closest object to the sensor among all the 
potential occluding objects and it also has a large surface or volume, 
which may result in serious ground occlusions. Therefore, ground oc
clusion caused by vehicles has become one of the major bottlenecks to 
the potential uses of MLS data. 

The aim of this paper is to design a detection and reconstruction 
method of static vehicle-related ground occlusion for MLS data. Our 
proposed occlusion detection method uses an α-shape based on prior 
vehicle geometry knowledge to fit the actual ground boundary and then 
uses the relative position between each occlusion with its corresponding 
vehicle to detect and match them. In the occlusion reconstruction phase, 
the curb direction is extracted to approximate the local road direction. 
Then, the cell-based linear interpolation and the point-based mathe
matical morphology respectively are used and compared with the 
evaluation data which is the second scan of the same area to reconstruct 
the occlusion along the road direction. 

The paper is organized as follows: Section 2 reviews previous related 
research, including occlusion detection, occlusion reconstruction, and 
the vehicle-related occlusion issues. Section 3 presents our proposed 
methods. Then Section 4 describes the implementation of the methods 
and evaluate the results. Section 5 is devoted to discussing the perfor
mance of proposed methods. Finally, Section 6 gives conclusions of this 
work. 

2. Related work 

Occlusion detection and reconstruction in point clouds is one of the 
critical topics in remote sensing, SLAM, and other research fields, so 
many scholars have carried out relevant studies. This section first re
views the recent literature on occlusion detection (Section 2.1), occlu
sion reconstruction (Section 2.2), and vehicle-related occlusion (Section 
2.3). 

2.1. Occlusion detection 

Some studies first convert 3D point clouds into 2D images by pro
jection or depth maps and then use a binary mask to extract the occlu
sion areas in the image [6]. The problem with the raster-based approach 
is that it is difficult to determine the appropriate cell size (i.e., image 

resolution). If the cell size is too large, detection methods can result in 
inaccurate boundaries of the detected occlusion area. If the cell size is 
too small, detection methods may detect false occlusions in the sparse 
point clouds area and significantly increase the cost of computing [7]. 
The above problems are especially evident when dealing with surfaces 
with large areas and uneven density, such as the ground surface. The 
spatial relationship between foreground objects and their shadows (i.e., 
visibility analysis) is also a common method to determine the occlusion 
area [1]. But it is more challenging to match the foreground object with 
its occluded area in MLS data. The shape of the occluded area and the 
foreground object’s shadow are not necessarily the same in the MLS data 
because not all foreground objects generate occlusion areas. In addition, 
the geometry and intensity consistency [5] and ray-tracing [8] methods 
are also used to detect the occlusion in point clouds data. 

2.2. Occlusion reconstruction 

A common solution is to remove occlusion through multi-data fusion. 
The first way is merging the multi-temporal data from the same source 
[9]. It can remove the dynamic occlusion in the data, which is caused by 
temporary objects such as pedestrians and moving vehicles but is not 
applicable to the static occlusion caused by buildings, road signs, and 
trees. Another way of multi-data fusion is to combine the advantages of 
data from different sources. Because the occlusion in MLS usually ap
pears on the top surfaces and rear facades of the buildings, the ALS data 
and satellite images can be used to fill the missing parts on the top 
surfaces [10] and the TLS data can rebuild the occlusions on rear fa
cades. However, the multi-source point clouds data fusion needs well- 
performed registration algorithm support, otherwise, it cannot elimi
nate differences in spatial references, observation angles, and data 
quality between different datasets [11]. Some studies combine these two 
kinds of multi-data fusion methods [12]. The advantage of multi-data 
fusion is that the data used to fill the occlusion is from the actual 
captured data, not from estimated or approximated data. But these 
methods also lead to the increase of data acquisition cost due to the 
additional data demand. 

Many methods do not require additional data. Some approaches 
apply 2D image processing techniques [13,14] to fill occlusions after 
converting 3D point clouds to 2D images, usually depth maps [15]. 
However, depth maps also have additional disadvantages that hinder 
occlusion reconstruction, such as the inability to record multiple return 
points along the ray and limited field of view [5]. Some studies are based 
on the geometric characteristics of point clouds objects. Friedman and 
Stamos [1] apply Repeated Pattern Detection and Completion (RPDC) to 
divide building facades into several basic blocks as templates to fill in 
the occlusion areas. Some papers focus on mathematical morphology. 
Serna and Marcotegui [7] use morphological interpolation to fill holes in 
DEM data but it is still base on raster data. Recently, many papers have 
also tried to use deep learning to solve the occlusion problem. Yuan et al. 

(a) roof occlusion (b) rear facade occlusion (c) vehicle-related occlusion

Fig. 1. Typical occlusions in MLS data (Data source: Clyclomedia).  
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[16] raise a Point Completion Network (PCN) to complete the shape of 
point cloud objects. Barazzetti [17] designs shallow feedforward neural 
networks to recover the point cloud occlusions. Czerniawski et al. [18] 
present a hierarchical deep variational autoencoder to filling-in the 
missing point clouds data. These reconstruction methods based on deep 
learning have achieved many encouraging results. However, due to the 
high computational cost of deep learning methods, most of the previous 
studies focused on the reconstruction of vehicles, building facades, and 
other small objects [19], but the reconstruction of large-scale objects, 
like road surface, is not much involved. 

2.3. Vehicle-related occlusion 

MLS usually contains three types of vehicle-related occlusions: (1) 
static ground occlusions caused by parked vehicles, (2) temporary 
ground occlusions caused by dynamic or running vehicles, and (3) ve
hicles’ self-occlusions (i.e., the absence of point cloud data in the car 
body). Many studies focus on detecting and reconstructing vehicle self- 
occlusion in point clouds data [20,3]. Some researchers have discussed 
the influence of dynamic occlusion caused by vehicles on the localiza
tion ability of point cloud data [21,22]. Balado, González, et al. [2] 
discusses the matching method between common environmental objects 
such as vehicles and ground occlusions caused by them. Compared with 
the other two kinds of vehicle related occlusions, the research on the 
vehicle-related ground occlusions is not deep enough. Most studies use 
generalized dynamic and static ground occlusion processing methods to 
solve this problem while lacking a specialized approach for vehicle- 
related ground occlusion. 

3. Methodology 

The methodology is divided into three main phases: (1) Pre- 
processing phase prepares the data, such as classifying ground surface 
and vehicles, for the next two phases from the raw MLS data (Section 
3.1). (2) Occlusion detection phase determines the ground boundary, 
detects each ground occlusion, and matches it with its corresponding 
vehicle (Section 3.2). (3) Occlusion reconstruction phase first obtains 
the local curb direction and then uses linear interpolation and mathe
matical morphology to fill occlusions respectively (Section 3.3). The 
whole workflow of the methodology is shown in Fig. 2. 

3.1. Pre-processing 

The pre-processing phase includes two operations: ground surface 
extraction and vehicle segmentation. These two operations are not the 
key research problems of this study but are essential for the subsequent 
phases. To evaluate the robustness of the proposed methods, the ex
pected outcome of the pre-processing phase in this study is not high- 
quality segmented ground and vehicle objects, but some low-quality 

segmentation objects are consciously added into the result. 

3.1.1. Ground surface extraction 
The first pre-processing operation is to extract the ground surface 

from the whole MLS data set. Since this research only concerns ground 
occlusions, the detection and reconstruction methods can be applied to 
the ground surface directly, instead of the whole MLS data set, which 
can obviously reduce the computational cost. In this research, a mean 
elevation map with a grid resolution of resmem (0.2 m) is used to extract 
the ground surface [23,24]. For each occupied grid cell in the mean 
elevation map, its elevation is the average height of all points located in 
this cell. Then the elevation of every cell is compared with the elevation 
of each occupied neighbor cell. If their height difference is less than the 
threshold thrgroundΔz (0.03 m), this pair of neighbor cells are connected. 
Because the mean elevation map is a 2.5D structure, only 8-connectivity 
needs to be considered for each cell. After traversing all cells, all con
nected cells can form a cell set, corresponding to a horizontal plane or a 
flatly changed surface. The largest set of connected cells corresponds to 
the ground surface. 

The extracted ground surface may contain some outliers. The cause 
of this problem can be noise in the original MLS data set, or remnants of 
point cloud objects such as buildings, grass, vehicles, etc. These outliers 
may change the geometric characteristics of the local ground, such as 
increasing roughness and height difference of the local ground surface. 
These abnormal geometric characteristics may interfere with curb 
detection. This paper provides a solution to this problem in Section 
3.3.1. 

3.1.2. Vehicle segmentation 
After removing the ground surface from the initial MLS data set, the 

rest is a non-ground data set. The second pre-processing operation is to 
segment the vehicles from this non-ground data set. The main idea of the 
vehicle segmentation is first to generate a 3D voxel grid in the non- 
ground data set with a grid resolution of resvg (0.15 m) and then all 
occupied voxels are split into several independent objects by 26-connec
tivity-based region growth [25]. Next, the prior knowledge of vehicles is 
applied to select potential vehicle objects among all segmented objects 
(see Table 1). But complete non-ground data set is usually very large in 
space, especially if there are many very tall buildings in this area. This 

Input point cloud Reconstructed
ground surface

Ground
extraction

Vehicle
segmentation

Ground
boundary

determination

Occlusion
detection and

matching

Curb
direction
detection

Linear Interpolation

Mathematical morphology

Pre-processing Occlusion detection Occlusion reconstruction

Fig. 2. Workflow of the methodology.  

Table 1 
Prior knowledge of vehicles.  

Prior knowledge Min value Max value 

Length 3 m 6 m 
Width 1.5 m 3 m 
Height 1.3 m 2.5 m 
Length-width ratio 1.5 3 
Intensity 0 8000  
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results in the generated voxel grid with a large number of cells, which 
means checking the connectivity of each cell can be very time- 
consuming. Therefore, we need to extract a subset of point clouds 
including all vehicle objects from the complete non-ground data set to 
reduce the calculation time. According to the prior geometry knowledge 
of vehicles, if we only consider the case of most private cars, excluding 
special vehicles such as buses and trucks, most vehicles are not higher 
than 2.5 m. So we make a buffer of 2.5 m from the ground up to get a 3D 
space. Since the ground may be a curved surface with a certain height 
variation, we buffer each independent ground grid cell up separately. 
The ground grid cells which miss the ground elevation can be roughly 
estimated by Nearest Neighbor Interpolation (NNI). We create a smaller 
3D voxel grid only for the point clouds included in this 3D space to 
reduce the processing time. 

The height attributes of the vehicle object are no longer needed after 
the segmentation operation, so the segmented vehicle objects can be 
simplified as 2-dimensional oriented bounding boxes using the Rotating 
Calipers Algorithm [26], which can easily deduce the key 2D geometric 
information and avoid storing all the points of vehicle objects. 

The results of this segmentation method not only contain many ac
curate segmented vehicles but also include some vehicle objects which 
are not segmented very accurately, such as the segmentation results 
mixed with the remains of other environment objects (Fig. 3. (a)) and 
incomplete segmentation due to severe self-occlusion (Fig. 3. (b)). These 
low-quality segmentation objects generate oriented bounding boxes of 
vehicles with wrong sizes, positions, or orientations, which may result in 
obtaining the wrong curb orientation. So we can use them to verify the 
dependence of the proposed detection and reconstruction methods on 
the accuracy of pre-processing and the robustness of processing low- 
quality segmentation results. The relevant analysis is present in Sec
tion 4. 

3.2. Occlusion detection 

In the occlusion detection phase, the first task is to determinate the 
actual boundary of ground surface (i.e., the target area of the occlusion 
detection method). Then the second task is setting the center of oriented 
bounding box as the seed point to detect and match each occlusion with 
its corresponding vehicle. 

3.2.1. Ground boundary determination 
Before starting to apply the occlusion detection method, the actual 

boundary of the ground within the scanned area needs to be determined 
(the green boundary in Fig. 4. (b)). Only the 2D boundary is needed in 
this phase, so the extracted 3D ground surface can be projected on a 2D 
plane at the beginning. There are one or more empty areas in the min
imum boundary rectangle region of the extracted ground surface. The 
empty area inside the actual ground boundary is the ground occlusion 
area, otherwise, it is a non-ground area. The occlusion detection method 
should only be applied to ground occlusion areas, not non-ground areas. 
A simple solution to determinate the boundary of the extracted ground 

surface (named object boundary) is drawing a circle with a fixed length 
radius centered on each point as the neighborhood of this point. If four 
quadrants of this circle all contain other points, the center point is an 
object’s inner point, otherwise, it is an object’s boundary point. But the 
problem is many occlusions are semi-close areas, which means they are 
connected to the non-ground area (Fig. 4. (a)). If directly using the ob
ject boundary (the orange boundary in Fig. 4. (b)), these semi-close 
occlusions are excluded from the ground areas, causing the occlusion 
detection method missing them. 

Due to the inconsistency between the actual boundary and object 
boundary of the ground surface, the 2D α-shape [27] is introduced to 
generate a new boundary that fits the actual boundary better. This new 
boundary can include both whole-close occlusions and semi-close oc
clusions. The α-shape algorithm aims to obtain the concave boundary of 
a point set. The algorithm first requires defining a circle of a fixed radius 
with a solid interior and then rolling this circle around a point set. Any 
point in this point set cannot enter the interior of this circle. If any pair of 
points in the set of points are on the boundary of the circle at the same 
time during the roll, an edge is generated between the pair of points. 
After the roll is complete, all the generated edges can form one or more 
polygons, called α-shapes. For the α-shape, the choice of the α value (the 
circle radius) is crucial. The boundary of the α-shape with a very small α 
value can be very similar to the object boundary which excludes the 
semi-close occlusions (the orange boundary in Fig. 4. (b)). If the α value 
is further reduced (α → 0 m) to less than the distance between any pair of 
neighbor points in the point set, the algorithm cannot construct any 
polygon. Conversely, if the α value continues to increase (α → ∞), the 
algorithm will end up with a convex hull rather than a concave hull of 
this point set. Therefore, only finding a moderate α value can generate 
an α-shape fitting the actual boundary well (the blue boundary in Fig. 4. 
(b)). 

Considering the acquisition method of MLS data, the maximum 
width of occlusion caused by vehicles is usually less than the diagonal 
length of the vehicle’s oriented bounding box (Fig. 5). Based on the 
maximum length (6 m) and maximum width (3 m) in Table 1, the 
maximum diagonal length lmaxdiag is around 6.7 m. If the diameter of the 
circle in the α-shape algorithm is also set to lmaxdiag, it cannot enter the 
semi-occlusion areas when it rolls. So the moderate α value should be 
half of lmaxdiag, which is 3.35 m. In Fig. 15, the result shows that all semi- 
occlusions are successfully included in the ground area. 

3.2.2. Occlusion detection and matching 
The spatial topological relationship is missing in the disorderly point 

cloud data, so it is challenging to describe the geometric information, 
such as shape and position, of occlusion areas in the point cloud directly. 
For this issue, a 2D grid structure can be used to represent the occlusions 
and increase the detection efficiency. So firstly the ground surface needs 
to be split into a 2D ground grid with a resolution of resmem (0.2 m). The 
cell in the ground grid which contains any point is marked as occupied 
cell, otherwise, it is an empty cell. The edges in the α-shape boundary 
also should be converted into cells in the ground grid by using Bresen
ham’s line algorithm [28]. These boundary cells are considered occu
pied cells even if they are empty. Some rasterized boundary edges may 
have the bridge cells issue. The bridge cells are a pair of connected di
agonal neighbor cells. In the ground grid, all occupied cells are 
considered disconnected, while empty cells are connected to each other. 
So the bridge cells can let the occlusion detection method connect the 
semi-close occlusions to the non-ground areas across the α-shape 
boundary. For boundary cells, a simple solution of bridge cells is making 
the boundary thicker in the ground grid (Fig. 6). 

The next step is detecting all vehicle-related occlusions in the ground 
grid. Checking all empty cells should be avoided since occlusion is not 
the only reason that causes empty cells. Since the α-shape boundary is 
impossible to fit the actual boundary perfectly, some small non-ground 
areas, which may result in empty cells, are contained in the α-shape. 
Some areas far from the LiDAR sensor can also generate empty cells due 

The remains of
environment objects

Original vehicle

Segmented vehicle

(a)     (b)

Fig. 3. Low-quality segmentation objects.  
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to sparse point clouds, especially when the ground grid has a very small 
resmem value. So not all empty cells can be marked as occlusion cells. 

To obtain vehicle-related occlusion cells from all the empty cells, we 
find a seed cell (i.e., the cell must in the occlusion area) for each oc
clusion region and extracted all the occlusion cells using 2D spatial 
adjacency. Considering that the vehicle causing the occlusion is located 
above its corresponding occlusion area, the geometric center of this 
vehicle’s oriented bounding box is located inside the occlusion area. 

Therefore, the matching relationship between the vehicle and its cor
responding occlusion area can be directly established through the rela
tive position between them. The cell which contains the geometric 
center of this vehicle’s oriented bounding box can be set as the seed cell, 
which is the first cell of currently detected occlusion. Then start from the 
seed cell, setting it as the detecting cell and all unvisited empty neighbor 
cells of the detecting cell are marked as occlusion cells by using 8-con
nectivity. Repeat the above operation for all newly marked occlusion 

(a) (b)

Semi-close occlusions Semi-close occlusions

Non-ground area

Non-ground area
α-shape boundary with a very small
α value or object boundary (α→0m)
α-shape boundary with a moderate
α value (α=3.35m)
Actually boundary of the ground

Fig. 4. Different boundaries of the ground surface with semi-close occlusions and a corner.  

Vehicle-related 
occlusion
Vehicle’s oriented 
bounding box
Maximum width of 
occlusion
Diagonal of vehicle’s 
oriented bounding box

Fig. 5. The maximum width of occlusion and the diagonal length of vehicle’s oriented bounding box.  

Fig. 6. The bridge cells issue of boundary cells and its solution.  

(a) (b)

Bridge1

Bridge2

Empty non-ground cell

Empty ground cell
Occupied ground cell
α boundary cell

2D ground grid

Fig. 7. Detection results before (a) and after (b) the bridge removal operation.  
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cells until no new unvisited empty neighbor cells appear. 
The bridge cells issue also occurs during the occlusion cell detection 

process. The bridge can connect multiple independent empty areas into 
one occlusion area (Fig. 7. (a)). Therefore for each new unvisited empty 
neighbor cell, it should be checked if it forms a pair of bridge cells with 
the current detecting cell. If so, this neighbor cell should be skipped to 
cut off the bridge (Fig. 7. (b)). Algorithm 1 describes the method of 
automatically detecting bridge cell(s) from all connected neighbor cells 
of each detecting cell. 

Algorithm 1. Bridge cell detection. 

3.3. Occlusion reconstruction 

The targets of the occlusion reconstruction phase are filling the 
incomplete ground surface with occlusions as a continuous surface and 
recovering the 3D structure of the ground. In Fig. 8 top, the cross section 
view (perpendicular to the road direction) of the extracted 3D ground 
contains two main spatial characteristics: (1) There is an obvious height 
variation at the curb area, which is the boundary between the driveway 
and the sidewalk. (2) The driveway is not a horizontal plane but a curved 
surface, which is high in the middle (top area of the driveway), and low 
on both sides (the area close to the curb). On the contrary, the length
wise section view (parallel to the road direction, see Fig. 8 bottom) is 
relatively flat which is easier to fit. Consequently, this study focuses on 
the reconstruction methods of occlusion along the road direction. The 
first task of this phase is the approximation of the road direction by using 
the curb direction (see Section 3.3.1). The second task is the recon
struction of occlusion with either (1) linear interpolation (Section 3.3.2) 
or (2) mathematical morphology (Section 3.3.3). 

3.3.1. Curb detection 
Obtaining accurate local road direction is an important prerequisite 

for following occlusion reconstruction steps. Due to the consistency 
between the curb direction and the road direction in the local region, the 
curb direction can be a good estimate of the road direction [29]. But the 
performance of previous curb detection methods depends on the curb 
occlusion condition. Therefore a curb detection method for occlusion 
environment is proposed in this step for determining the road direction. 

First, a buffer area with a distance of lbuffer (1 m) is made around the 
occlusion area as its neighborhood. The buffer area needs to be con
verted into a mean elevation map for finding the max height difference 
between each map cell and its neighbor cells. If the max height differ
ence is larger than the threshold thrcurbΔz (0.03 m), this cell is marked as 
a potential curb cell. All connected potential curb cells form a large 
height difference area. The center of this area is defined as the geometric 
center of all the points it contains. Two curb areas can be found among 
all large height difference areas. But the curb is not the only reason that 
led to the large height difference. The remains of non-ground objects 
(like vehicles and bush) after segmentation and grass areas all are 
possible causes of this issue (Fig. 9). So the vehicle object can be used to 
locate these two curb areas. The oriented boundary box of the vehicle 
generated in the last step of Section 3.1.2 has two long edges, one is 
closer to the centerline of the driveway (inner edge), and another is 
closer to the curb (outer edge). Usually, the vehicle is not located right 
above the occlusion center, but slightly to the side of the road centerline. 
Therefore, the long edge closer to the occlusion center is the outer edge 
of the boundary box. Then looking for the large height difference area 
closest to each vertex of this edge, which is the target curb area. Finally, 
the local curb (road) direction can be obtained by connecting the two 
curb area centers. Fig. 10 shows the workflow of curb detection. In the 
whole curb detection process, the grid of the mean elevation map only 
plays an auxiliary role. The key elements of the curb direction (vertices 
of the oriented boundary box and centers of curb areas) are obtained 
directly from the point cloud. Therefore, this curb detection method can 
be considered as a pure point cloud operation. 

Sidewalk Curb Top of driveway

Road direction

Cross section view

Lengthwise section view

Fig. 8. The cross section view and lengthwise section view of extracted 3D ground surface.  

Driveway

Sidewalk
Grass or 

bush areas

Two crub 
areas

The remains 
of vehicle

Fig. 9. The areas with large height difference in the occlusion buffer area.  
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3.3.2. Linear interpolation 
The curb line splits the ground into three parts: sidewalk, driveway, 

and curb area. The curb area in the ground grid can be detected by 
rasterization of the curb line with Bresenham’s line algorithm. For the 
remaining two areas, the one that includes the center of the corre
sponding oriented boundary box of the vehicle is the driveway, and the 
other is the sidewalk. 

Both sidewalks and driveways are considered 2.5D structures, which 
means it can be assumed that no façade is in these areas. So their 
reconstruction solution is similar. First a new 2D ground grid with a grid 
resolution of resgrid (alternative values are shown in Table 2) is created. 
For each empty cell from this new grid in these two areas, it needs to 
draw a parallel line of curb line passing through the 2D cell center pt. If 
the parallel line gets two intersected cells nearest to pt from both sides, 
the heights of these two intersected cells (h1and h2) can be obtained from 
the mean elevation map. According to linear interpolation theory, the 
ratio of the height difference between the current empty cell (h) and the 
two intersected cells (h1and h2) is equal to the ratio of its 2D distance to 
the two intersected cell centers (l1and l2) (Eq. 1). Finally, point pt is 
inserted at height h as a new reconstructed point. 

h = h1 +
l1

l1 + l2
⋅(h2 − h1) (1) 

The curb area is considered a 3D structure. For reconstruction of its 
3D details, a height range computed by hmax and hmin is needed. Firstly, it 
still needs to draw a parallel line of curb line passing through pt and find 
two intersected cells nearest to pt from both sides. The heights of the 
highest points (hmax1 and hmax2) and the lowest points (hmin1 and hmin2) in 
the two intersected cells can be used to interpolate hmax and hmin 
respectively using Eq. 1 (Fig. 11. (a)). For each curb cell, intermediate 
points with z-axis interval linvl (0.05 m) are vertically added between 
hmax and hmin at cell center pt as reconstructed curb points (Fig. 11. (b)). 
The reconstructed curb point is completely vertical in a single curb cell 
but may have a small angle for the entire curb surface (see Fig. 21 top). 

The planar density of reconstructed points depends on the resolution 
of the ground gird (resgrid). The value of linvl influences the vertical 
density of reconstructed curb points. 

3.3.3. Mathematical morphology 
Mathematical morphology (MM) is a commonly used digital image 

processing method based on set theory and topology [30]. Recently, MM 
is also directly applied to 3D point cloud processing without converting 
it into raster data. Structuring elements (SE) and basic morphological 
operations (dilation, erosion, opening, and closing) applicable to point 
clouds have been designed [31]. In this study, a 1D linear SE and 
morphological closing operation are used to recover the occlusion. 

The morphological closing operation is a composite operation of 
morphological dilation and erosion. The main idea is dilating simulta
neously to the inside and outside of the buffer area along the SE direc
tion to fill the occlusion area, and then the outer boundary of buffer area 
is recovered to the original shape by morphological erosion (Fig. 12). 

For the 1D linear SE, three parameters (see Fig. 13) need to be 
considered: (1) Size sSE (alternative values are shown in Table 2) is the 
number of points in the SE. (2) Orientation of the SE, which is the same 
as the road (curb) direction. (3) Interval lSEinvl (alternative values are 
shown in Table 2) is the distance between two neighbor points in the SE, 
and it also decides the linear density of points in the SE. The total length 
of SE lse is equal to lSEinvl (sSE – 1). It must be long enough to ensure that 
the morphological dilation completely fills the occlusion area without 
leaving any small occlusion area. Otherwise, the morphological dilation 
erosion will enlarge this small residual occlusion area, resulting in an 
incomplete reconstruction. 

4. Experimental results 

In this section, an original scanned data and a second scanned data 
set for evaluation are used to test the methodology. The C++ code was 
run on an AMD Ryzen 9 CPU 3.30 GHz with 16 GB RAM. 

4.1. Original scanned data and evaluation data 

The original scanned data for the methodology was captured by a 
single vehicle-mounted Velodyne HDL-32E LiDAR sensors from Cyclo
Media Technology in June 2019 in Delft which is a city in the province of 
South Holland, the Netherlands. The data includes 4.9 million points 
with 3D coordinates and intensity information. It contains a 50-m by 50- 
m residential area and its mean surface density is 2932.771 pts./m2 

when the search radius is 0.1 m. It includes a road with corners, side
walks, street-facing buildings, trees, and multiple vehicles parked 
against the curb. These parked vehicles all result in ground occlusions 
(see Fig. 14). 

The methodology uses the relative position relation between the 
vehicle and its corresponding occlusions in many steps. Therefore, the 
detection and reconstruction results cannot be evaluated by artificially 
generating occlusions in the same data, because the corresponding 
vehicle objects of these artificial occlusions are missing. So in this study, 
multi-temporal data is introduced to evaluate the results. The evaluation 
data was collected in the same manner in the same area in July 2020, 

Occlusion buffer
Large height 

difference areas
Relative position between

vehicle and curbs Curb detection

Fig. 10. Workflow of curb direction detection.  

Table 2 
Implementation parameters.  

Parameter Alternative value(s) 

resmem 0.2 m 
thrgroundΔz 0.03 m 
resvg 0.15 m 
α 3.35 m 
resgrid 0.2 m/0.1 m/0.05 m 
linvl 0.05 m 
lbuffer 1 m 
thrcurbΔz 0.03 m 
sSE 21/41/85 
lSEinvl 0.4 m/0.2 m/0.1 m  
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including 5.9 million points. Its mean surface density is 3283.357 pts./ 
m2 when the search radius is 0.1 m. The common non-occluded ground 
areas of implementation and evaluation data are extracted for compar
ison in the software CloudCompare by using Cloud/Cloud Dist. Module 
to compute the point-to-surface distance. The result shows that there is 
almost no difference between the two data in the z-axis direction. The 
average absolute 3D distance is 0.003 m, max absolute 3D distance is 
0.023 m, and the standard deviation is 0.005 m. Therefore the differ
ences between the implementation and evaluation data are acceptable. 

4.2. Implementation parameters 

Parameters used for the original scanned data are shown in Table 2. 
The moderate α value is calculated based on prior vehicle geometry in 
Section 3.2.1. The value of resmem (0.2 m) is based on previous studies 
[23,24]. The slope of urban roads generally does not exceed 10% but 
considering the measurement error and local road deformation, we 
extend the upper limit of slope to 15%. Within this slope limit, we set 
maximum allowable height differences thrgroundΔz and thrcurbΔz as 0.03 m. 
resvg is set to 0.15 m to keep the balance between voxel grid resolution 
and computational cost. To limit the number of points in the buffer area 
while obtaining sufficient information about the surrounding environ
ment, lbuffer is set to 1 m. Different values are set to resgrid, sSE, and lSEinvl 
for analyzing the reconstructed results with different densities. 

4.3. Occlusion detection result 

As shown in Fig. 15, all 14 vehicle-related occlusions in implantation 
data are successfully detected. The average time of multiple executions 
of the occlusion detection over the whole original scanned data is 63 s. 
Although the α-shape boundary includes part of non-ground empty 
areas, most occlusions are not connected to them due to the bridge 
detection algorithm, except for the 11th occlusion. 

4.4. Occlusion reconstruction result 

4.4.1. Curb detection 
The results in Fig. 16 show that most of the curb areas can be 

detected correctly. In general, adjacent curbs are aligned correctly and 
in the same direction. The opposite curb of the road is parallel to each 
other. A significant change in road direction does not affect the detection 
results. However, the results with poor accuracy are mainly located at 
the boundary of the MLS data tiles (the 1st occlusion in Fig. 16) and in 
areas where the height changed significantly (the 7th occlusion in 
Fig. 16). The abnormal oriented boundary box does not significantly 
affect curb detection (Fig. 17). 

4.4.2. Linear interpolation 
The linear interpolation method is applied to reconstruct the original 

scanned data with different resgrid values, which can generate the 0.2 m/ 
0.1 m/0.05 m grid of reconstructed points. If the reconstructed area in 
the original scanned data is not missing at the corresponding position in 

(a)  (b)

hmax1
hmax

hmax2

hmin1

hmin

hmin2

cell1

cell2 hmax1
hmax

hmax2

hmin1

hmin

hmin2

cell1

cell2

Interpolate hmax and hmin Add intermediate points 
to recover the facade

Fig. 11. Reconstruction of curb using linear interpolation.  

Dilation

Dilation direction

Erosion

Erosion direction

Fig. 12. Occlusion reconstruction with morphological closing.  

Fig. 13. Three parameters of the 1D linear structuring element.  
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(e) (f)

(c) (d)

(a) (b)

Fig. 14. Original scanned data (a), evaluation data (b), ground of original scanned data (c), and ground of evaluation data (d) rendered in height. Surface density of 
original scanned data (e) and surface density of evaluation data (f) when the search radius equals to 0.1 m. 

Empty non-ground cell
Empty ground cell
Occupied ground cell
α boundary cell

1-14: Detected occlusions

1 2 3 4 5 9

876 10

11

12
13

14

Fig. 15. The result of the occlusion detection (the scene is now street-aligned by rotating clockwise the scene from Fig. 14).  
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the evaluation data, this reconstructed area is extracted to measure its 
reconstruction quality in CloudCompare using Cloud/Cloud Dist. Mod
ule by computing the abs. 3D dist. and the abs. z-axis dist. The abs. 3D dist. 
is the absolute 3D distance between the reconstructed point and its 
nearest point in the evaluation data. The abs. z-axis dist. is the z 
component of the abs. 3D dist. Because this method is optimized spe
cifically for curbs, the performance of curb areas, non-curb areas, and 
the total area are evaluated respectively (Table 3). 

The smaller resgrid value results in the rising of reconstructed ground 
point density, and longer running time. But the computing speed is still 
very fast. The smaller resgrid value does not significantly enhance the 

reconstruction accuracy of non-curb areas and even has a negative effect 
on the total z-axis accuracy. However, it improves the reconstruction 
accuracy of curbs and produces a more uniform point distribution (lower 
standard deviation). In addition, the smaller resgrid can also bring a 
clearer curb structure and better fitting of reconstruction points to the 
boundary of buffer areas (Fig. 18). The distribution of points depends 
entirely on the shape and size of the grid. 

4.4.3. Mathematical morphology 
In the realization process of MM, three different combinations of 

lSEinvl and sSE are used to generate reconstruction results with different 
densities while keeping the lse relatively unchanged (between 8 m and 
8.5 m). Then, the total performance of the reconstructed results with 
different densities is analyzed using the same method applied to eval
uate linear interpolation results (Table 4). 

The execution time of MM is very long (see Table 4) because the 
morphological dilation generates a mass of new points. Most of these 
newly generated points need to be removed in the morphological 

Detected curb

1 2 3 4 5 9

876 10

11

12
13

14

Fig. 16. Ground surface rendered in height and detected curbs.  

Vertex of vehicles’
oriented boundary box 

Detected curb

Fig. 17. The relative position between inaccurate oriented boundary box of 
vehicle and curb (extracted and rotated clockwise from the 14th occlusion 
in Fig. 16). 

Table 3 
Performance of reconstructed results using the linear interpolation method.  

resgrid(m) 0.2 0.1 0.05 

Curb max abs. 3D dist. (m) 0.141 0.134 0.094 
Curb avg. abs. 3D dist. (m) 0.049 0.047 0.034 
Curb st.dev 3D abs. dist. (m) 0.028 0.024 0.020 
Curb max z-axis abs. dist. (m) 0.129 0.133 0.089 
Curb avg. z-axis abs. dist. (m) 0.042 0.038 0.026 
Curb st.dev abs. z-axis dist. (m) 0.026 0.024 0.018 
Non-curb max abs. 3D dist. (m) 0.126 0.096 0.105 
Non-curb avg. abs. 3D dist. (m) 0.055 0.055 0.055 
Non-curb st.dev abs. 3D dist. (m) 0.013 0.013 0.013 
Non-curb max abs. z-axis dist. (m) 0.125 0.082 0.086 
Non-curb avg. abs. z-axis dist. (m) 0.052 0.052 0.052 
Non-curb st.dev abs. z-axis dist. (m) 0.013 0.012 0.013 
Total max abs. 3D dist. (m) 0.141 0.134 0.105 
Total avg. abs. 3D dist. (m) 0.051 0.051 0.051 
Total st.dev abs. 3D dist. (m) 0.025 0.019 0.017 
Total max abs. z-axis dist. (m) 0.129 0.133 0.089 
Total avg. abs. z-axis dist. (m) 0.045 0.046 0.047 
Total st.dev abs. z-axis dist. (m) 0.024 0.020 0.018 
Reconstructed points number 8218 24,733 63,625 
Time in total (sec) <1 1 4  

(b)
gridres = 0.2m

(a) (c)
gridres = 0.1m gridres =0.05m

Fig. 18. Reconstructed results using linear interpolation with different resgrid 
(extracted and rotated clockwise from the 13th occlusion in Fig. 16). 

Table 4 
Performance of reconstructed results using the mathematical morphology 
method.  

lSEinvl(m) 0.4 0.2 0.1 

sSE 21 41 85 
Total max abs. 3D dist. (m) 0.170 0.168 0.174 
Total avg. abs. 3D dist. (m) 0.054 0.052 0.052 
Total st.dev abs. 3D dist. (m) 0.016 0.017 0.018 
Total max abs. z-axis dist. (m) 0.167 0.135 0.122 
Total avg. abs. z-axis dist. (m) 0.050 0.048 0.048 
Total st.dev abs. z-axis dist. (m) 0.016 0.018 0.018 
Reconstructed points number 2050 8960 36,281 
Time in total (sec) 1175 1233 1716  
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erosion operation. In the process of generating and deleting points, the 
spatial query operation needs to be performed frequently, which brings 
a great amount of computation. The higher density can produce a clearer 
curb structure and slightly improve the 3D and z-axis accuracy (Fig. 19). 

5. Discussion 

In this section, the performance of the proposed static ground oc
clusion (Section 5.1) and curb detection method (Section 5.2) is 
analyzed based on the experimental and evaluation results, and the two 
occlusion reconstruction methods are compared in Section 5.3. 

5.1. Performance of occlusion detection results 

With the aid of α-shape based on the prior geometry knowledge of 
the vehicle, the boundary between the ground area and the external area 
of the ground is detected more accurately. In corners and boundary 
areas of MLS data tiles, our α -shape can better fit the true contour of the 
ground surface, while avoiding the exclusion of semi-close areas caused 
by vehicle occlusion from the ground. However, semi-close areas at the 
boundary of MLS data tiles may be misidentified as external areas. But 
this can be solved by adding adjacent MLS data tiles. The relative po
sition relationship between vehicle and occlusion makes it easier and 
more efficient to locate and detect the occlusion area without traversing 
all ground areas. The Bridge Cell Detection algorithm successfully 
separated most occlusions from other adjacent occlusions, and a small 
number of failed cases are caused by the large Bridge between adjacent 
occlusions. 

5.2. Performance of curb detection results 

In general, the proposed curb detection method can correctly detect 
most of the curb areas and locally fit the real road direction well. The 
main problems occur in highly variable areas and at the boundaries of 
MLS data tiles, but the latter can be resolved by using neighbor MLS data 
tiles. The abnormal oriented boundary box caused by inaccurate vehicle 
segmentation, or the vehicle parking direction is not accurate to the road 
direction does not influence the detection results, which means the 
proposed curb detection method has good robustness to poor quality 
vehicle segmentation data and real street parking environments. 

5.3. Comparison of two reconstruction methods 

For computing speed, the cell-based linear interpolation method has 
a significant advantage over the point-based MM method. In terms of 
density and point distribution, the standard deviation of reconstruction 
results points out that the linear interpolation can obtain more evenly 
distributed reconstruction points because the generation location of 
candidate points can be specified by pre-defining a 2D grid, and the 
point density can be directly determined by the cell size. MM can only 

preset the linear density of SE, so it is difficult to control the overall 
density. As a point-based method, the distribution of reconstruction 
results using MM is largely affected by the distribution of points in the 
buffer areas. For linear interpolation, its generated points are uniformly 
distributed based on the interpolation grid but the point distribution in 
the real MLS data is not uniform, especially in areas far from the road 
centerline or LiDAR sensors. In addition, the predefined 2D grid allows 
all reconstructed points of linear interpolation to be located in the oc
clusion area, while MM directly processes the buffer, so some points may 
fall outside the occlusion area (Fig. 19). Therefore, MM reconstruction 
points need to be filtered in the post-processing stage. For the number of 
reference points required for reconstruction, linear interpolation re
quires at least two points (one on each side), and MM depends on the 
value of sSE. But in general, MM needs more and more evenly distributed 
reference points than linear interpolation. 

As can be seen from Fig. 20 (a) and (b), the reconstruction results 
generated by the two methods both can be well integrated into the 
original scanned data visually. Fig. 20 (c) to (f) show the spatial distri
bution of 3D and z-axis error. In general, the error distribution of linear 
interpolation reconstruction results is better. For the geometry of 
reconstructed areas (Fig. 21), the linear interpolation result is relatively 
smooth, because the influence of ground outliers (such as remnants of 
other environmental objects after segmentation) can be reduced during 
the interpolation operation. Compared to the overly smooth ground 
surface obtained by linear interpolation, the MM surface is relatively 
rough, but visually more consistent with the roughness of the real 
ground surface. However, the morphological dilation operation also 
processes outliers to add new outliers in the result. 

5.4. Future works 

After the discussion of the final occlusion detection and reconstruc
tion performance, we find that the proposed methods still have some 
points that can be improved and expanded in the follow-up research. 
Future work will focus on the following aspects: (1) The further explo
ration of the MM-based reconstruction method, including the recon
struction feasibility of using other SE (such as planer SE), the speed up 
possibilities by using parallel or multi-core computing, the processing 
strategies for ground outliers, the solution for higher density recon
struction, and how to generate the points with a more uniform distri
bution. (2) The optimization of the road direction extraction method 
under complex environments, such as rugged terrain, curved roads, 
sparse point cloud areas, crossroads, roundabout, and other complex 
road sections. (3) These methods can be generalized to other types of 
ground occlusion, such as the occlusion caused by trees and other static 
environmental objects. (4) In addition to static objects, occlusion caused 
by dynamic objects such as moving vehicles is also of concern. (5) 
Finally, future work will also need to consider how to replace the 2D/3D 
grids in the method with point-based or TIN/TEN-based structures to 
avoid loss of accuracy. 

6. Conclusions 

This paper presents the vehicle-related ground occlusion detection 
and reconstruction methods for MLS data. In the occlusion detection 
phase, an α-shape based on prior vehicle geometry knowledge is 
designed to fit the actual ground boundary, and then the occlusion is 
rapidly detected and matched with its corresponding vehicle by using 
the relative position between them. In the occlusion reconstruction 
phase, a method of extracting curb direction from the occlusion envi
ronment is proposed to approximate the local road direction. Then, the 
cell-based linear interpolation and the point-based mathematical 
morphology respectively are used and compared to reconstruct the oc
clusion along the road direction. 

The methodology is tested with original scanned data and evaluation 
data. The α-shape boundary well fits the actual ground boundary and all 

(b)(a) (c)
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= 41
l = 8.2m

l =0.2m
S
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= 85
l = 8.5m

l =0.1m
S

invl

SE

se

SE

= 21
l = 8.4m
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Fig. 19. Reconstructed results using MM with different combinations of lSEinvl 
and sSE (extracted and rotated clockwise from the 13th occlusion in Fig. 16). 
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vehicle-related ground occlusions are correctly detected. Due to the 
proposed bridge detection algorithm, only one detected occlusion con
nects the non-ground empty area. For curb detection, the curb (road) 
direction is correctly extracted in most of the occluded areas. The 
detection method uses the relative position of the vehicle and its oc
clusion, but the low-quality vehicle segmentation data and inaccurate 
oriented boundary box of the vehicle does not affect the detection result. 
Two results with poor accuracy come from the boundary area of the 
original scanned data (can be solved by adding the next MLS data tile) 
and the area of dramatic height variation. The reconstruction results 
from both methods can visually integrate the original scanned data and 
recover the curb structure. Linear interpolation performs better in the 
error distribution. But its result is overly smoothed. The reconstruction 
errors of the linear interpolation method are 0.045 m in the z-axis di
rection and 0.051 m in total when resgrid is 0.2 m. The larger resgrid can 
bring a clearer curb structure and a more uniform point distribution. The 
roughness reconstructed by MM is closer to the real ground surface. MM 
also produces a more realistic distribution of points. However, the result 
of MM includes some issues like long calculation time. The reconstruc
tion errors of MM are 0.048 m in the z-axis direction and 0.052 m in total 
when lSEinvl is 0.1 m and sSE is 85. 

For MLS data, the proposed methods prove that the prior information 
about the vehicle is helpful to easily locate and detect the vehicle-related 
static ground occlusion and that both linear interpolation and mathe
matical morphology can be applied to implement the occlusion recon
struction without introducing additional data. 
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